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Abstract

The optimization of the three gains of a third-order

baro-inertial vertical channel has been formulated as a

stochastic optimal control problem, with the objective

of minimizing the mean squared altitude error due to the

noise induced altitude error and a disturbance of known

magnitude.

For a vehicle carrying out a TERCOM-update immediately

following a vertical descent, and being subjected to a

disturbance input to the vertical channel, optimum gains

are presented and the performance is analyzed through a

simulated flight in a Monte Carlo analysis. Performance

comparisons between the optimized gains and the classical

gains are also presented. The results show a significant

performance improvement over the classical gains for a

vehicle carrying out the TERCOM-update.
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INVESTIGATION OF A THIRD-ORDER

BARO-DAMPED VERTICAL CHANNEL OF INS

I. Introduction

Background

The development of highly accurate, self-contained

inertial navigation systems (INS) has been one of the

major engineering accomplishments of the past fifty years.

In the simplest terms, an inertial navigation system is

one which uses Newton's law of motions and a set of

initial conditions to determine continuously the velocity,

position and attitude of the vehicle in which it is con-

tained. The first aircraft navigation systems were pri-

marily two-channel systems that provided horizontal

navigation data (Refs 1,2,3). Inertial navigators using

three channels were introduced with the advent of the

missile and space era. In addition, the value of

inertially derived altitude and vertical velocity was

recognized in aircraft and missile applications involving

low-level flights and precision weapon delivery (Ref 4).

Recently, the vertical channel performance has

become important for a different reason. Long flights

require some navigation update to counter the long term

INS drifts. For cruise missiles, a position update has

been developed based on pattern recognition of the terrain

L ,' . . i- . " ' ' - • -, , " . .. . . .. .. . ...... . -- -.- ,,1



altitude profile. To measure this altitude profile, a

radar altimeter measures terrain clearance while a constant

altitude flight path is maintained. The constant altitude

flight path depends on the indicated altitude from the

INS. Clearly, INS errors directly corrupt the TERCOM

(Terrain Contour Mapping) data. For this reason, accurate

altitude tracking by the INS is of critical importance

during the data taking period of TERCOM.

If one analyzes the error behavior of a local-level

inertial navigation system, one finds that, given the

Schuler, the Foucault and the 24-hour oscillations, the

horizontal axes (east, north) display a stable navigation

error behavior, while the vertical channel is unstable

(Ref 5); that is to say, the vertical velocity and posi-

tion errors increase exponentially with the passage of

time (Appendix A). This instability is due to the calcu-

lation of the gravity correction; an accelerometer measures

all the accelerations to which the vehicle is subjected

with the exception of acceleration due to gravity. When

INS acceleration is estimated by adding measured specific

force to gravity computed from a gravity model, an error

feedback is established due to evaluating the gravity model

with an imperfect position estimate. In the vertical

channel, this feedback is positive; that is, a positive

vertical position error creates a positive vertical accel-

.. eration error. The essentially unstable nature of such a

2



vertical channel mechanizatio, results in errors which

grow exponentially with an approximate ten minute time

constant (Ref 5). Thus, for a typical navigation flight,

the vertical channel needs to be stabilized by some exter-

nal altitude reference, usually barometric altimeter data.

Unfortunately, as normally implemented, this method has

one small drawback. The time constant associated with a

barometric altimeter is very large, which means that

through prolonged descent or turns, the vertical channel

11 inherits an error which can persist for as long as two

minutes. This error can degrade weapon delivery, especially

upon reattack.

A classical approach to improving and stabilizing

the vertical channel is to introduce external altitude

information from, for example, a barometric altimeter.

The baro-damped vertical mechanization has evolved to a

"third-order" mechanization which feeds back two terms to

the vertical acceleration calculation, and one term to

the vertical velocity calculation. The basic difference

between baro-altimeter and the INS altiutde is fed back

to the velocity calculation with a gain of KI1. This

difference is also fed back to the acceleration calcula-

tion with a proportional gain of K2 and an integral gain

of K 3. In this manner, stable vertical channel operation

has been developed which has proven acceptable for many

applications.

3
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Unfortunately, the classical gains (K, K 2 and K3)

result in a sluggish response to low frequency baro-

induced altitude disturbances which are encountered during

prolonged descents as might precede a TERCOM-update.

Recent research in vertical velocity improvements (Ref 4)

suggests that vertical position estimates might be simi-

larly improved based on optimizing these gains.

Problem

This thesis addresses the task of optimizing the

vertical position estimates of a baro-damped INS. Speci-

fically, the third-order baro-damped system is treated to

optimize the transient vertical performance by selecting

I- proper gains (Ki, K2 and 13 for a third-order mechaniza-

tion) during a TERCOM-type (Terrain Contour Mapping)

update following specific disturbance profile to the ver-

tical loop caused by vehicle maneuvers (horizontal or

vertical turns).

Objectives

The objectives are to calculate optimal gains for

the stated problem, investigate sensitivities of per-

formance to these gains, and to validate the optimal

gains in a Monte Carlo study.

4



Approach

The study will be based on a third-order mechanization

error model of the vertical loop. In addition, the analysis

J will be restricted to the transient response of the vertical

velocity and altitude following a series of specific man-

euvers of the vehicle just before the TERCOM-update. The

investigation will not include the steady-state analysis of

the vertical loop; however, correlation between the steady-

state following the transient behavior will be analyzed.

In addition, theoretical complications and practical require-

ments will necessitate the imposition of certain assumptions:

1. It will be assumed that the vertical channel can

be mechanized alone. This means that the coupling

U between the vertical and horizontal channels will

be ignored. This coupling is not so in the real

world environment, however; in this scope of

study, it will not have a significant effect.

For a full scale model, the coupling between the

horizontal and vertical channels cannot be ignored.

2. Although a complete analysis of the system requires

that both transient and steady-state behavior be

categorized, for the purposes of analysis in this

thesis, it will be assumed that the vertical loop

of the INS closely follows the barometric altitude

in steady-state. This assumption is true in the

5



practical world, provided there is a constant

altitude flight for a period greater than the

time constant of the baro-inertial vertical

channel.

Until now, the present day mechanizations of the

baro-aided vertical loop have been implemented by concen-

trating on the steady-state behavior of the inertial and

barometric data. It is possible that shorter time con-

stants and faster recovery time may yield more accurate

instantaneous altitude and velocity at the expense of

rather long term altitude errors such as those due to

prolonged descents. This factor could significantly

improve the performance of a vehicle carrying out a

TERCOM-type update following immediately after a series

of horizontal and vertical turns. The present day mech-

anizations have imbedded in them long time constants so

that the INS altitude follows closely the barometric

altitude in steady-state and neglects any variations in

the latter due to standard setting or a scale factor

error. However, in a prolonged descent/ascent, signifi-

cant error develops in the barometric data with the INS

closely following it. Thus, if a target needs to be

attacked or if a TERCOM-update is required immediately

following a prolonged ascent/descent, the vertical vel-

ocity and altitude will be in significant error.

6
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The approach will be to simulate the vertical channel

and model the error propagation in the presence of analyti-

cal models for the disturbance and to search for the optimum

gains based on a cost function which concentrates on the

TERCOM-type measurement update time-frame.

Overview

This thesis is presented in seven parts. First,

% Chapter I provides a background and the necessity for

such an investigation. Chapter II discusses the model

selection, including all uncertainties, and provides a

cost function in light of the mathematical development

present;, Chapter III details the minimization routine

along with its verification and delineates pitfalls and

solutions to possible problems which could be encountered

during this process. In Chapter IV, the truth model

and error state propagation of the LN-15 are presented

for the Monte Carlo simulation. The trajectory for

Monte Carlo simulation is also presented in this chapter.

Chapter V presented the optimal gains and also the vali-

dation results from the Monte Carlo simulation. In

I Chapter VI, conclusions and recommendations of this

thesis are presented. The Appendices contain the detailed

description of the instability of the vertical channel

and the computer listings for the minimization routine and

user input routines for the Monte Carlo simulation.

7



[II. Performance Assessment of Vertical Channel

Selection of Model

It is well known that, in the mechanization of a

pure inertial navigation system, the calculation of

altitude is unstable (Appendix A and Ref 5). Several

methods have been proposed to stabilize the vertical

channel. Various error models have been proposed depend-

ing on the actual application of the inertial system in

the real world environment. In a conventional local-

level system, the stabilization of the altitude is accom-

plished by correcting the vertical channel integrators

with the difference between the inertial system and alti-

meter indication of the vertical position. Depending

upon the complexity of the requirement, low-order to

* high-order mechanizations are used. Usually, however, a

third-order mechanization is preferred for the reasons of

optimum balance between performance and mathematical

tractability. For this reason, a third-order mechaniza-

tion of the vertical channel was chosen for the purposes

of study in this thesis.

At present, the classical third-order mechanization

is in widespread use. Efforts have been made toward

"* improving the loop gains so as to obtain an equitable

balance between the errors of the vertical velocity and

8



altitude. Widnall and Sinha (Ref 4) formulated the

selection of the three loop gains in the baro-inertial

vertical channel as a stochastic optimal control problem,

with the objective of minimizing the mean squared error

of the indicated vertical velocity. With the optimum

gains thus obtained, they showed an improvement of 30

percent over the classical set of gains in a simulated

flight of an aircraft. A similar kind of study was

carried out in this thesis with the objective of mini-

mizing the mean squared error of the altitude at TERCOM-

update. The error in altitude of the INS at TERCOM-

update is of far greater importance than the error in

vertical velocity. Error in vertical velocity is critical

* during a weapon delivery because this error greatly

affects the miss distance of the weapon on a target.

Since no weapon delivery is performed at TERCOM-update,

it is logical to concentrate on minimizing the altitude

error to protect against an incorrect or missed update

"Al of the navigation system. In addition to minimizing the

mean squared altitude error, a non-stochastic disturbance

from the baro-altimeter is modeled to account for the

long term error introduced during a descent prior to TERCOM-

update. Any gain selection should also treat this non-

stochastic error source. By selecting gains to minimize

altitude error due to this disturbance just prior to the

update, the vertical channel performance can be optimized

1] 9



during the TERCOM-update. The basic error model formulated

by Widnall and Sinha was used, and alterations were made

according to the mission requirements, as will be shown

in the succeeding paragraphs.

Simplified Model

Figure 1 shows the simplified version of the baro-

inertial vertical channel error model. The set of

equations describing this diagram is:

ch = 6VZ - K1 (6h - 6D) (1)

6V = (2g/R) 6h- K2 (6h- 6D) - 6a (2)z

6 = K 3 (6h - 6D) (3)

where Sh is the closed loop altitude error, 6VZ  is

the vertical velocity error, 6D represents the distur-

bance input and is the variation of sensed altitude error

from the true value, and 6a is the vertical acceleration

error estimate variable. The loop gains are given by K1 ,

K2  , K3  , and g is the magnitude of gravity computed as

a function of indicated altiutde and latitude with R

being the geocentric radius. The feedback of 6h through

2g/R reflects changes in gravity with altitude, and it

can be recognized as the cause of instability in the unaided

10
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inertial vertical channel. Although a simpler second-

order damping system would result from setting K3 equal

to zero, the performance advantage of the more complex

system is sufficient to warrant its use.

It will be assumed that the disturbance (SD) acts

on the vertical channel for a time interval At1  which

begins at some time t1  and terminates at time t2

(Fig. 2). It will be further assumed that it is desired to

minimize the altitude error over an interval At2 which

begins at time t3 where t3 > t2 (Fig. 2).

In light of the above statements, the cost function

to be minimized over At2  is

t4

J(K) = f (6h) 2 dt ; K =KIK2,K 3  (4)
t3

where J(K) is the performance index which is an arbi-

trary mathematical expression designed to measure how well

a system performs a particular task. Since both positive

and negative values of the altitude error are equally

undesirable, the measurement of the mean squared error

of the altitude is an appropriate means of indicating how

well the INS performs over the defined time interval.

Another form of the cost function of Eq (4), although

mathematically less desirable, would be to replace the

square of the altitude error by simply its magnitude.

12
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Equation (4) is the basic cost function and was

minimized through a search routine, the results/discussions

of which are given in Chapter V.

Addition of Uncertainties

The diagram of Figure 1 is by no means a comprehensive

depiction of all the errors associated with the vertical

channel. Numerous other error sources associated with the

vertical channel must be modeled to account for known

error producing mechanisms. Although the various error

sources have been modeled as white noises and random

walks, there are better models than just these. It is

only for the sake of mathematical tractability that the

simpler models are preferred whenever possible. A compre-

hensive diagram is shown in Figure 3.

The feedback path (2g/R) arises from the gravity

calculation and has the effect of destabilizing the altitude

(Appendix A). The error state 6a is a random walk and

it models the following (Ref 4):

1. Bias or slowly varying error in the vertical

acceleration due to accelerometer bias.

2. Gravity anomoly.

3. Error in Coriolis terms.

The white noise wa2 feeding into the integrator

provides the randcm walk for the error state 6a . The

14
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white noise Wal into the summing junction models short

correlation time accelerometer error, which could arise

due to the vertical accelerometer scale factor error and

input axis misalignment during the maneuver of the vehicle

(Ref 4). The random white noise Wbl models any short

correlation time altimeter error due to change in side-

slip angle or in angle of attack during a maneuver (Ref 4).

The white noise Wb2 provides the random walk for the

error state 6b which represents the baro-altimeter error

and is the sum of terms as follows:

6b e + h e + c V? T V + 6D (5)
pO hsf sp b Z

where e is the altimeter error due to altimeter bias,

ehsf is the altimeter scale factor error, csp represents

the static pressure measurement error and Tb is the

altimeter lag during ascents/descents. The additional

term 6D represents the disturbance input to the baro-

altimeter, which is present only during the time interval

At2 as stated previously. It is assumed here that the

disturbance input is uncorrelated with all the four white

gaussian noises. The modeling details of the terms of

Eq (5) are presented in Chapter IV under the Truth Model

heading.

*1 16



Changed Model/Cost Function

In Figure 3, the baro-altimeter error 6b is modeled

as a random walk with the white noise wb 2 driving force

on this. The random walk is the output of an integrator

driven by white gaussian noise. Thus

6b(t) = Wb2(t) , 6b(t 0 ) = 0 (6)

where the white noise Wb 2 has zero mean and covariance

dynamics.

P 6 bb(t) = Q (7)

where Q is the strength of the white noise driving thi

integrator.

Wb2 /b

It can be seen from Eq (7) that the mean squared value

grows linearly with time and is unbounded; i.e.,

E{6b 2 (t)} = Q[t - to] (8)

17



Since no term of Eq (5) grows unbounded with time, it is

inappropriate to model 6b as a random walk. For this

reason, this model was deleted and instead 6b was

modeled as the output of a first-order lag driven by

white gaussian noise as follows (Ref 8) (the selection of

T is done in the next section):

i+
w b2 6

l/T

This model produces an autocorrelation

6bfb(T) = E{8b(t)6b(t + a) = 02e - IT I/T (9)

i.e., of correlation time T and mean squared value 2

(with zero mean) (the selection of T and a is done in

the next section). Thus, the first order lag can be

described as

6b(t) = -(I/T)6b(t) + w(t) (10)

18



where Q is the strength of the white noise and the

mean squared value of the process is

E6b2(t)} QT a2
E[. 2 (11)

where

Q = /T (12)

It can be clearly seen from Eq (11) that the variance is

constant.

The changed model of the baro-inertial vertical channel

is depicted in Figure 4, where the baro-altimeter error

is modeled as the output of a first-order lag driven by

white gaussian noise Wb2

In the presence of random inputs, as is the case

here, it is more appropriate to take the expected value

of the cost function denoted as E{.} herein. Recalling

Eq (4), the cost function can be written as

t 4

J(K) = E{f Sh2 (t) dt} (13)
t3

0 Define

6h(t) = 6h 1 (t) - 6h 2 (t) (14)

19
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where 6h(t) and 6h2 (t) are the errors in altitude

due to the deterministic (disturbance) and white gaussian

noises (of mean zero), respectively. Taking the square

of Eq (14) yields

h2(t) = 6h2(t) + 26h(t)6h2 (t) + 6h2(t) (14a)

Rewriting the right hand side of Eq (13)

t4  t
4 4

E{f 6h2 (t)dt} = f E{6h 2 (t)}dt (15)
t3  t

3 3

Using Eq (14a),

t4  t4

E{f 6h2 (t)dt} f f E6h2 (t)dt}dt
t3  

t3

t

+ 2 f E{6h 1 (t)6h2 (t)}dt
t3

t4
2 E{ (t }dt (16)

t3
.4

Since the disturbance is assumed independent of the white

gaussian noises (as stated earlier), Eq (16) simplifies to

214"



t4  t4

E{f h 2 (t)dt} = f E{6h 2 (t)}dt
t3  3

4 t4
+ f E{6h 2 (t)}dt (17)

t3

By our definition of 6hl (t) being the error due to a

deterministic input, the expectation on 6hl(t) can be

removed

t4  t
4 4

J(K) = f Sh2(t)dt + f E{Sh2(t)}dt (18)
t3  t3

ii If the mean square value of the altitude error due to

zero-mean stochastic inputs remains constant over the

TERCOM-update interval, i.e., At2  (see Fig. 2), then

Eq (18) can be finally written as

t4
J( f 6h2(t)dt + P At (19)

t3  6h

where P6h is the covariance (or mean squared value since

the stochastic inputs are zero mean) of the altitude error

(stochastic inputs) over the interval At = (t4 - t3)

The first term on the right hand side of Eq (19) is due to

the deterministic input (as in Eq (4)) and the second one

-- is due to the zero mean stochastic inputs. Equation (19)

22
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can be written as the sum of two cost functions

J(K) = Jl(h) + J2 (h) (19a)

where t 4

Jl (K) = f 6h t)dt (19b)
t 3

and

J2 (K) = P hAt (19c)

Thus, the minimization of the cost function of Eq (19)

will lead to the minimization of the altitude error and

the disturbance over a time interval At2  . The results

of minimization of Eq (19) and discussions are presented

in Chapter V under the New Cost Function heading.

Mathematical Development

As stated in the previous section, it is required to

compute the mean squared altitude error as a function of

input noise spectral densities and loop gains. This

expression is required in Eq (19) to compute the overall

cost function.

It is useful to express the power spectral density

of a wide-sense stationary output of a system directly

in terms of the power spectral density of the input and

the description of the system itself (Ref 8).

23
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'"' nn(s) ZZ(s)

From above, for a system of transfer function G(s) and

input and output power spectral densities of Tnn(s) and

TZZ(s), respectively, it is true that (Ref 8)

I-zz(w) = G(-w)G (w) nn (w) (20)

If input is a white gaussian noise of strength Q for

all w then Eq (20) becomes

:zw(m) = G(-w)G(w)Q (21)

Similar to the lines of the development of Eq (21), the

power spectral density of the altitude error can be

computed from the following equation:

4
(  = Gi(jw) Gi(-JW) Qi (22)6hI i 1 1

or

4

6h (S )  Gi(S) Gi(-S) Qi (22a)

24



where G. is the transfer function from each of the

independent white noise sources to the output (Fig. 3)

and Qi is the strength of the individual white noises

of all the four sources. The mean squared value of the

altitude error due to stochastic inputs is then the inte-

gral of the power spectral density

4 Q J0
= 2- f G.(S) G(-S) dS (23)2 i~ j ii

To calculate the mean squared altitude error, we first

need to calculate the trnasfer function from each of the

*individual white noise sources to the output. This

IF simple expression results from the assumption that the

white noise sources are uncorrelated and independent,

since each error is from a different source and there

is not reason to believe that they are correlated.

Figure 5 shows the various transfer function blocks

between the white noise wal and 6h

4The overall transfer function, for the first noise

source wal , is then (from Fig. 5)

G(s) = 6h _S (24)S Wal K 3 + (K - C)S + S (S + K1 )

or
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GI(S) 6 h _ S (25)Wal S + KlS + (K2 -C) S + K3

With Qal being the strength of white gaussian noise

Wal and using Eq (23) for i=1 , we get

Qal (26)
= f G (S)G (-S) dSS1 2 f[j _j sG-

Using the table of integrals (Ref 9), we get

(h = 21 2 Qal (27)
2K 1 (K2 -C) -K 3

For the second noise source Wa2 , an additional integrator

to Figure 5 is needed, which is shown in Figure 6. From

Figure 6, the transfer function from white gaussian noise

Wa2 of strength Qa2 to the output is

G (S) = (28)2Wa2 S[S + KIS + (K2 -C)S + K3 ]

As before, using Eq (23) for i=2 with Qa2 being the

aa2strength of Wa2

(6h2  2 7 0 f G 2 (S)G 2 (-S) dS (29)

-2

. 27

--- 0.? - .s-.: J---~. .-'----. - .--- , - . ---..-----



0
41)

C14

0

U)

0

H 0

Ci2i

C.)

1.4

NH

28



0

Using the table of integrals (Ref 9)

~K 1

(6h2 )
2  = f }1 (30)
2 2[K 1 K3 (K2 - C) - K3]

To calculate the transfer function for noise source w

bl

to output, we proceed in a similar fashion as before.

Figure 7 shows the block diagram from noise source Wbl

to output. The overall transfer function for the third

noise source Wbl is

a 6h K KS2- + K2 S + K
-3S (31)

Wbl S3 + KIS 2 + (K2 - C)S + K3

with Qbl being the strength of Wbl and using Ea (23)

for i=3

2 2= bl (32
(6h 2  Q bif-3j f G3 (S)G3 (-S) dS (32)2 3 2r~j -j 0

Using the integral tables (Ref 9)

K2 (K2 - C) + K2 - K K((6h }212 Qb ( 33)

2 3 2[K1 (K2 - C) - K3] bl

Lastly, for the noise source wb 2  , an addition of the

first-order lag to Figure 7 gives the desired transfer

function and is depicted in Figure 8. From Figure 8,
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G_(S) 6h K1S2 + K2S + K3 (34)
Wb 2  (S + a)[S 3 + KIS2 + (K2 - C)S + K 31

KIS2 + K2S + K3

S+(a+KI)S3 + (aK1 +K2 -C)S 2 + (aK2 -aC+K 3 )S + aK 3

(35)

With Qb2 being the strength of Wb2 and using Eq (23) for

i=4

Q 00

(6h2) 
2  = h 4 G(S)G 4 ( - S ) dS (36)
4 -

Using the integral tables (Ref 9), the solution to

Eq (36) is

1 2- 3 2 1 2

+ K3 [KI(K 2 -C) - K] 2 b2
(6h2 2 ( 7

2 4 2a a 3 {( K I1 ( K 2 - C ) - K 3 } + a2{(KI1(KI1(K 2-C)-K 3)} 37

+ a{K 1K 2 ( K 2 - C )  K K3 ( K 2 - C ) - C K I ( K 2 - C ) } I

L+ K 3{K 1(K 2-C) K K 3 }

Combining Eqs (27), (30), (33) and (37) and substituting

in Eq (23), the mean squared altitude error becomes
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(6h2 )
2  = Qal + (KI Qa2

2[K I (K2 -C) - K3] 2[KIK3 (K2-C) - K']

(K2(K 2-C) + K2  K Qbl

2[KI(K2 -C) - K3]

a2[K2(K 2-C) - KIK3 + K'] + aKIK 2

:.. b2( + K3 [KI(K 2-C) - K13]

2a a3 {K 1 (K2 -C)-K3 }+a
2 {K 1 (K1 (K2 -C)-K 3) }

+ afK 1 K2 (K2 -C)-K3 (K2 -C)-CK1 (K2 -C) } (38)

Equation (38) is then the required mean-squared altitude

error for use in Eq (19) to make the complete cost function.

One more aspect still remains untouched. Appropriate

values for the strength of the white gaussian noises and

the correlation parameter of the first-order lag are

required. It is rather difficult to suggest values which

provide a true depiction of the real world environment.

However, without these values, further progress will not

be possible. Table I shows the nominal values of the
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noise spectral densities and correlation parameter that

have been selected. Three out of the five values were

selected based on the reasoning of Widnall and Sinha

(Ref 4). These, and the reasoning for the remaining two,

are described in the following section.

Typical Values of NSD/Correlation Parameters

As suggested by Widnall and Sinha (Ref 4), a typical

root mean square (rms) amplitude, for a short correlation

time acceleration error, is about 200 pg. This figure

is appropriate assuming a horizontal maneuver of duration

of 60 seconds. This error could be caused by

(1) A 200 prad misalignment of the input axes

caused by the vertical accelerometer, and

(2) a horizontal maneuver acceleration of about

one g.

Assuming a repeated random maneuver, the area of the

acceleration error autocorrelation is (as derived in

Ref 4)

4
-4 m2/sec3 (39)

Qal =2.4 x 10 M(9

The area of the autocorrelation is the low frequency

value of the power spectral density. For a white gaussian

noise whose autocorrelation is the dirac delta function

3
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with area Qai , the spectral density applies at all

frequencies (Ref 4). Since we are interested in the

lower frequencies of the short-correlation acceleration

error, therefore, the low frequency density of Eq (39) is

used for the spectral density of the white noise for all

frequencies.

The acceleration error 6a (Fig. 4) models the

inertial vertical acceleration error and it is caused by

reasons already outlined earlier in this chapter. For an

assumed period of 1000 seconds, if the rms value of the

accelerometer bias is expected to shift 100 pg approxi-

mately, then the strength of the white noise wa2 as

derived in Ref 4 is

Qa2= 1.0 x 10. m2/sec 5  (40)• Qa2"

For a short correlation time altimeter error, it is

assumed that an rms error of 10m may be present in the

baro-altitude with a correlation time of one second

(Ref 4). Thus the strength of the white gaussian noise

Sbl as derived in Ref 4 is

Qbl 100 m2sec (41)

As explained earlier in this chapter, the white noise

w b2 models the error state 6b (Fig. 4) which represents

35
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the baro-altimeter error which is the sum of many terms

(Eq (5)). For the kind of trajectory (see Chapter IV)

and for the minimization of the altitude error at the

TERCOM-update, the altimeter bias or the standard setting

error is of primary concern. It is assumed that the

vehicle has been in flight for a sufficiently long time

over a great distance before the TERCOM-update and the

effect of the standard setting error is predominant. If

the altimeter bias is represented by epo (consistent

with Eq (5)), then this error can be modeled as a first-

order Markov process given by (Ref 4)

= -a e + Wb2 (42)

a= V/dalt (42a)

Qb2= 2 a Oalt (42 b)

where d is the correlation distance of the weatheralt

system, aal t  is the standard deviation of the variation

in altitude of a constant pressure surface, Qb2 is the

power spectral density of the white gaussian noise wb2
4
jand V is the vehicle speed. For a vehicle speed of

600 miles/hr (more appropriate for a missile), correlation

distance (dalt ) of 250 nautical miles and a one-sigma

value (aalt) of 500 feet (Ref 4), the strength of the
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white noise and the value of the correlation parameter

become

a -600 x 5280 - sec 1  (43)
3600 x 250 x 6080 20

or

a = 5.793 x 10- 4/sec (43a)

and

Qb2 (2) (5.79 x 10 - ) (152.4 M) 2  (44)

or

Qb2 = 26.91 m2sec- I  (44a)

Equations (43) and (43a) are valid only for the

constant velocity of 600 mi/hr, and the value of the

correlation parameter (a) will change with change in

velocity of the vehicle, as for example during descents

or ascents.

As stated previously, Table 1 shows the values of the

spectral densities and correlation parameter for use in

Eq (38).

37
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TABLE II-1

Nominal Values of Noise Spectral Densities

and Correlation Parameter

White Noise for Noise Value
Density/
Correlation
Parameter

Short Correlation Time Qal 2.4x10- m 2sec-3

Acceleration Error

Acceleration Error Q2 1.0x10 9 m2sec 5

Random Walk

Short Correlation Time Qb! 100 m 2 sec

Altimeter Error

Altimeter Error Qb2 26.91 m2sec- 1

First-Order Lag

Correlation Time a 5.793xi0 sec -

for First-Order Lag
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III. Program for Minimization of Cost

Selection and Development of Routine

IThe previous sections dealt with the development of

the cost function as given in Eq (19). The parameters

which need to be optimized are the three loop gains (K1

K2 , K3) of the vertical channel. For convenience's

sake, the cost function of Eq (19) is reproduced as

J(K1 ,K2 K3 ) J(K KK 3 ) + J2 (K1 K2 K 3 ) (45)

t4

I. J(KI,K2,K 3) f (6h1 )
2dt + (t4 - t3) (P6h) (45a)

t3

where the second-half portion (i.e., the covariance P6h

or (6h2) 2 since the mean of stochastic inputs is zero)

of the right hand side is given by Eq (38) and the first

.0| one by Eqs (1), (2), and (3). To achieve the total cost,

Eqs (1) through (3) need to be integrated for each interval

I,  of time to which Eq (38) is added. Thus, an integration

*f package is required along with the search routine.

The integration and search routines selected for

this thesis were DGEAR and ZXMIN, respectively, both of

which reside in the IMSL Library (reference). The DGEAR
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routine finds approximations to the solution of a system

of first order ordinary differential equations with initial

conditions. The basic method used for the solution is

Xof implicit linear multistep type. This routine is very

useful in solving the stiff differential equations which

were encountered during the course of this thesis (small

step sizes were taken by the integration routine to achieve

reasonable accuracy for extremely large values of the

gain K1 ). References 10 and 11 can be consulted for

more details. The search routine ZXIN is based on the

Harwell library routine VA1OA and utilizes the quasi-Newton

method to find the mini-mum of a function. The search

routine ZXMIN was selected because it requires no explicit

gradient information from the user (it internally computes

the gradient if not available). Reference 11 and the IMSL

package can be consulted for additional information.

A simple flow chart of the computer program is shown

in Figure 9. Estimates of the three loop gains are fed

into the search routine which outputs the values of the

cost and the three loop gains. The search routine iter-

atively estimates the values of the loop gains until a

minimized cost is obtained. The convergence condition is0

satisfied if, on two successive iterations, the parameter

estimates (i.e., K ,1 K2' K3 ) agree component by component

to the number of significant digits specified (3 to 5

40
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SET INITIAL VALUES

OF KI , K2 , K3

SET NEW VALUES

OF Kit K2 , K3

MINIMIZATION ROUTINE (ZXMIN)

J CALCULATION

USING DGEAR

CALCULATE

YES

FINAL VALUES OF COST

Figure 9. Flow Diagram of Search Routine
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significant digits for this study). A sample listing

of the program can be found in Appendix B.

Validity Check of Program

The first step after the development of the minimiza-

tion program was to validate it through an earlier published

result. The results obtained by Widnall and Sinha (Ref 4)

were selected for this comparison.

To do this, the cost function becomes

J(v) = (6v)2  (46)

where (6v) 2 is given by an equation developed along the

lines similar to Eq (38) for the case of the mean squared

value of the vertical velocity error as done by Widnall
a

and Sinha (Ref 4)

Using the values for the strength of the white noise

as given by Widnall and Sinha (Ref 4), the results obtained

using the method developed above for the three loop gains

6i were exactly the same as those obtained by them, thus

validating the minimization program.

Scaling and Techniques Used

It is well known that one of the greatest pitfalls

of a computer search routine is that the routine is liable

to converge toward a local minimum, whereas what is needed
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is the global minimum of the function. Unless the

function to be minimized is well defined (in which case

the local minimum, different from a global minimum, does

not exist), the results obtained from a computer search

are often questionable. To overcome this problem, it is

advisable to have many sets of starting points for the

input variables.

For this thesis, the input variables, as stated

earlier, are the three loop gains (K1 , K 2, K3 ) of the

vertical channel. Dr. Widnall and Sinha (Ref 4) dis-

covered through dimensional analysis a correct expression

that also gives an approximate value for the gain K 1 :

V" K (47)

= nl

where Qbl and Qb2 are the strength of the white noises

associated with wbl and wb 2  , respectively (see Fig. 3).

With the approximate value of K known, it was relatively

easy to implement the search routine. Nonetheless, differ-

ent starting points for gains K2 and K3 were tried to

ensure a global minimum. Since this routine also utilized

an integration package, it was well worth the effort to

keep a tight control on the tolerance ( ! 10- ) in the

integration.
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Another problem encountered was the fact that the

values of the three loop gains differ from each other

by a large magnitude. Consequently, it was necessary to

scale the three gains to the same level before they were

fed into the search routine. This procedure ensured that

the same number of significant digits was obtained in the

final values of t1e loop gains and it also simplified the

job of the optimization algorithm.

With the cost developed in Chapters I and II, and the

search routine developed above, values for the optimum

loop gains were found (see Chapter V). It was now neces-

sary to validate these optimum gains through a simulated

flight of a vehicle which is presented in the following

chapter.

4
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IV. Error State Propagation and Simulation

The Truth Model

A "truth model" is the analytic designer's best

description of the real world behavior of the INS. In

this section, a 50 state system error model (or truth

model), which is needed for Monte Carlo study of optimal

gains (covariance analysis program was not used due to

non-zero mean disturbance since one of the requirements

of covariance analysis is that all inputs should be of

zero mean), is presented in the form of a stochastic

linear vector differential equation as shown in Eq (48).

x(t) = F(t)x(t) + G(t)w(t) (48)

where

wex(t) is the 50 dimensional state vector,

F(t) is the (50x50) error propagation matrix,

w(t) is a (10xl) vector of white noise forcing

functions, and

G(t) is a (50x10) input matrix.

The error model of 50 state variables documented in this

thesis is the Litton LN-15 navigation system (Ref 7) with
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the platform oriented in East-North-Up (ENU) local-level

frame. The 50 state variables are presented in Table IV-l.

Variables 1 to 9 are the basic position velocity and

attitude variables. Variable 10 is the additional inte-

:4 gration in the altitude channel mechanization. Variables

11 to 43 are the gyro and accelerometer sources of error.

Variables 44 to 50 are the altimeter errors and gravity

disturbances. Variables 11 to 50 are modeled as random

constants, random walks and first-order Mlarkov processes.

1 q The models are briefly summarized in this thesis. Details

are available in Reference 8.

A random constant is modeled as the output of an

integrator with zero input and an initial condition which

I Ihas a zero mean (could be non-zero mean) and a variance

P . The model is suitable for an instrument bias that

changes each time the instrument is turned on, but remains

constant while the instrument is on.

The random walk model is the output of an integrator

driven by a zero mean white gaussian noise. The defining

equations are

ix(t) = w(t) x(to) = 0 (49)

E{w(t)} = 0 (50)

E{w(t)w(t+T)} = Q(t)6(t) (51)
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TABLE IV-l

Error Model State Variables

-Basic Inertial Navigation Errors

1. 6x Error in east longitude

2. 6L Error iii north latitude

3. 6h Error in altitude

4. 6V Error in east velocitye

5. 6Vn Error in north velocity

6. 6V Error in vertical velocity

7. e East attitude error
e

8. n North attitude errorn

9. E Vertical attitude error

Vertical Channel Error Variable

10. 6a Vertical acceleration error variable in

altitude channel

G-Insensitive Gyro Drifts

11. DX x-gyro drift rate
f

12. Dyf y-gyro drift rate
13. DZ z4-gyro drift rate
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TABLE IV-1 (Cont'd)

G-Sensitive Gyro Drift

14. DXx  x-gyro input axis g-sensitivity

15. DX y-gyro spin axis g-sensitivity
Dyg-sensitivity

16. Dyx  y-gyro spin axis g-sensitivity

17. Dy y-gyro input axis g-sensitivity

18. DZy z-gyro spin axis g-sensitivity

19. DZz  z-gyro input axis g-sensitivity

G2-Sensitive Gyro Drift Coefficients

20. DX x-gyro spin input g2-sensitivityxy

21. DY y-gyro spin input g2-sensitivity
xy

22. DZy z  z-gyro spin input g2-sensitivity

Gyro Scale Factor Errors

23. GSF x-gyro scale factor errorx

24. GSF y-gyro scale factor errory
25. GSF z  z-gyro scale factor error

Gyro Input Axis Misalignments

26. XG x-gyro input axis misalignment about y

27. XGz  x-gyro input axis misalignment about z

28. YGx y-gyro input axis misalignment about x

29. YGz  y-gyro input axis misalignment about z

30. ZGx z-gyro input axis misalignment about x

31. ZG z-gyro input axis misalignment about y

Jy
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TABLE IV-1 (Cont'd)

Accelerometer Biases

32. ABx  x-accelerometer bias

33. AB y-accelerometer bias
y

34. ABz  z-accelerometer bias

Accelerometer Scale Factor Errcrs

35. ASF x-accelerometer scale factor errorx
36. ASFy y-accelerometer scale factor error

37. ASF z-accelerometer scale factor error

Accelerometer Input Axis Misalignment

38. XA x-accelerometer input axis misalignment
about y

39. XA x-accelerometer input axis misalignment
z about z

40. YAx  y-accelerometer input axis misalignmentabout x

41. YA y-accelerometer input axis misalignmentz about z

42. ZAx  z-accelerometer input axis misalignment
X about x

43. ZA z-accelerometer input axis misalignment

y Y about y

Barometric Altimeter Error

44. e Error due to variation in altitude ofpo a constant pressure surface
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TABLE IV-l (Cont'd)

Gravity Uncertainties

45. ge East deflection of gravity

46. 6g North deflection of gravity

47. 6gz Gravity anomaly

*Additional Baro-Inertial Altimeter Errors

48. ehsf Scale factor error

49. Csp Coefficient of static pressure
measurements

50. Tb Altimeter lag

*These states were grouped separately from state 44
to conform to those given in Reference 7.

If Q(t) is constant, then

EJx 2 (t)} = (t-t )Q (52)

where Q is the strength of the white gaussian noise, and

6 (T) is the delta function.

The random walk is a useful model for errors that grow

without bound or may vary slowly (or unexpectedly as due

to instrument failure or degradation).
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A first order Markov model is the output of a first

order lag driven by a zero mean white gaussian noise of

strength Q . The equations are

x(t) - - x(t) + w(t) (53)

E[x 2 (t)J = QT/2 (54)

where T is correlation time. The first order Markov

model is a useful shaping filter, providing adequate approx-

imation to a wide variety of empirically observed band-

limited (wide or narrow band) noises.

The error propagation matrix of the vector differential

01 equation governing the 50 state variables is presented in

partitions in Figures 10, 11, 12, and 13. Figure 10 presents

the upper (9x9) fundamental matrix (Pinson error model) of

INS general error differential equations. Figure 11 shows

those elements that must be added to the elements of the

general 9x9 error propagation matrix of Figure 10 to obtain

the partition of position, velocity, attitude and vertical-

acceleration error state variables. Figure 12 presents the

non-zero elements of the gyro-error columns of the error

propagation matrix. Figure 13 presents the non-zero elements

of the accelerometer, gravity disturbance and altimeter

columns of the fundamental matrix. Notation used in the

above mentioned figures is defined in Table IV-2. Error
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TABLE IV-2

Notation Used in Figure 10 to Figure 13

L Latitude of Vehicle

QEarth rotation rate

R Radius of Earth

g Gravity vector magnitude

Ve , Vn , Vz  Vehicle velocity with respect to earth

fe' fn' fz Components of specific force

ncosL Components of earth rate
Qz = QsinL

Pe Vn /R

Pn Ve/R Components of angular velocity of ENU
frame with respect to earthP tanL

z Ve R

We P e

W n } n+0n Components of angular velocity of ENU
frame with respect to inertial space

Wz PZ+QZ

Kz = V z/R

F4 2  = 2(n V n+z V z) + Pn V n/COS 2L

F = pzpe + pnKz

F = -petanL -K z

F = -2V e - Pn V e/cos 2L
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TABLE IV-2 (Cont'd)

F P p -pK53 n z e z

F 3  - 2g/R - (p e2

F 92 - + p tanL

K1,K 2 F K3  Vertical channel loop gains

h Height of the vehicle over earth

F1 cosct, cosine of wander angle

F71 1 icsn fwne nl

F 71 sina, sine of wander angle

F811 snsn fwne nl

F 81 cosct, cosine of wander angle

ff ,f Components of specific forcexy z

F 71 f xCosca

F 81 f xsinca

F = f Cosca715 y

F 81 f ysinca

F815 fy o

F = -f sin a
716 x

F = f Cos a

717 y

F 72 f xf yCosca

F 82 f xf ysinca
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TABLE IV-2 (Cont'd)

F7 2 1  = -fx ysin

F8 2 1  ff cosa
xy

F9 2 2  = ff

x y Components of angular velocity of ENUframe with respect to inertial space
along LN-15 x,y axes

Q z Up component of earth rate

dalt Correlation distance of altimeter error

d ,d ,d Correlation distances of gravitydge'gn'gz deflections and anomaly

aalt = la amplitude of altimeter error e

gOgn,a = la amplitude of gravity disturbances
ge gn gz

F7 2 3  x cos a

F8 2 3  w x sina

F724  - sin a

F8 2 4  = y cos

F7 2 6  z cos

F8 2 6  = z sin

F7 2 7  - y cos a

F8 2 7  - y sin a

F7 2 8  Q z sina

F8 2 8  = -z cosa
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TABLE IV-2 (Cont'd)

F7 2 9  = -Wx sin a

F8 2 9  x cos

v ground speed of vehicle

Ky2F3 4 9  K 1

F 3 5 0  = -KV z

F4 3 2  = cos a

F5 3 2  sin a

F 4 -sin433

F 5 3 3  = cos a

F4 3 5  x Cos a

F 535  f sina535 x

F4 3 6  = -f sina

F5 3 6  fy cosca

F4 3 8  -fz cosa

F 538 -fz sin a

F4 3 9  = f cos a

y

F 4 4 0  - -f sin a

F5 4 0  f z cos a

F 4 f sina
441 x
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TABLE iv-2 (Corit d)

F 5 4 1  - -f xCos a

F K Ky 2

649 2

F 6 5 0  K2 vz

F 1 0 4 9  = -K 3 2

F K KV
1050 3 z

F4444 -Vdalt

F -v/d
F4 5 45  ge

F -- v/d
4646 gn

F 4747  -vdgz
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TABLE IV-3

Error Source Initial Values and Statistics

Random Walks x W

Noise
State Initial Spectral

Variable Error Source Value Density

-3
11, 12 x and y gyro drifts 0.5x10 3/hr (0°/hr)2/hr

13 z gyro drift 0.7x10- 3 °/hr (0,/hr) 2/hr

32, 33, 34 x, y and z accelercmeter biases 25 jig (0 Wg) 2/hr

First Order Markov Processes

x = -ax + W ; NW 
=

Noise
State Initial Spectral Correlatior

Variable Error Source Value Density Parameter

44 Baro Altimeter Bias 50 ft 500 ft 2/nm 250 nm

45 East Gravity Deflection 26 Pg 140 pg2/nm 10 nm

46 North Gravity Deflection 17 Pg 58 pq2 /nm 10 nm

47 Gravity Anomaly 35 jg 41 pg 2/nm 60 nm

(Continued on next page)
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TABLE IV-3 (Cont'd)

Random Constants x 0

State Initial
Variable Error Source Value

14 to 19 G-sensitive gyro drift 0.5x10 - 3 */hr/g
coefficients

20 to 22 G2 -sensitive gyro drift 0/hr/g2

coefficients

23 to 25 x, y and z gyro scale factor 5 ppm

26 to 31 Gyro input axis misalignment 2.5 arc sec

35 to 37 Accelerometer scale factor 25 ppm
errors

i 38 to 43 Accelerometer input axis 5.51 arc sec
misalignments

48 Altimeter scale factor 0.003

-3

49 Static Pressure Measurement 0.1540xi0 ft

Error (ft/sec) 2

50 Altimeter lag 0.25 sec
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IA
source initial values and statistics are summarized in

Table IV-3.

* Not included in the above is the effect of the dis-

turbance to the baro-inertial vertical channel. For this,

it is necessary to show how each error associated with the

vertical channel is modeled.

Recalling from Chapter I, the closed loop altitude

error dh , the vertical velocity error 6vz and vertical
Az

acceleration 6a estimate are

6h - z - K1 (6h - 6hb) (55)

v = (2 )6h - K2 (h - 6 hb) - 6a (56)

6a = K3 (6h- 6hb) (57)

where 6hb  is the baro-altimeter error and is given by

6hb e O + hehs f + c spv2. v + 6D (58)

where

h = vehicle altitude

v = vehicle speed

v = vertical velocity

e -- altimeter bias
po
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ehsf = altimeter scale factor

c = static pressure coefficient

T = barometric time delay

6D = disturbance input to vertical channel.

The altimeter bias e , more commonly known asp0

standard setting error or variation in height of a constant

pressure surface, varies slowly due to two reasons.

(1) motion of the vehicle through the weather

pattern;

(2) motion of the weather system.

The rms variation of this altitude has a bounded magnitude.

In this thesis, this error is modeled as a first order lag

IV given by

po = -(alt epo + Wpo (59)

alt V/dalt

Nw a27 (61)
4 Nalt 2Walt alt

where
I

dal t = correlation distance of the weather

salt one-sigma value of the variation of altitude

of a constant pressure surface
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'4
v = vehicle speed

N alt = power spectral density of the white

gaussian noise w~po

The altimeter scale factor e hsf is the error due to

deviation of the atmospheric temperature from the assumed

temperature profile (Ref 7). The indicated altitude error

(etemp) is of the form

temp setemp = (ehf) (h) (62)

Thus it can be viewed as an altimeter scale factor error.

This error varies slowly with location and time, and it is

assumed to be constant over a typical navigation flight

duration. Thus it is modeled as a random constant

hsf =0 (63)

with appropriate standard deviation.

The altitude indicated by the barometer is based on

the static pressure. The latter is taken from the pressure

measurements made by the pitot-static tube in the vehicle.

The altimeter error e due to the erroneous interferencesp

of the static pressure is (Ref 5)

e = c v2  (64)
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The coefficient c is nearly constant with altitude andsp

thus it is modeled again as a random constant

C = 0 (65)

with appropriate standard deviation.

The barometric time delay Tb represents the timelb
required by the static pressure in the cavity of the pres-

sure transducer to adjust to the static pressure at port

by flow of air through tubing during vehicle maneuvers

(Ref 6). This time constant is nearly invariant and is

modeled as

'b = 0 (66)

with a given standard deviation.

The disturbance input 6D is the cumulative effect of

all other sources of error which may influence the vertical

channel during the vehicle climbs and descents. This process

has not been modeled as an additional error state; instead,

it is treated deterministically. That is, it is fed to the

vertical channel during the time when the vehicle performs

a descent. The magnitude of this error was selected as

200 meters based on discussions with the sponsor of this

thesis. Thus
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6D= 200 m t2  t t 3  (67)

where (t3 - t2) is the time during which the vehicle

descends.

Trajectory Selection

The trajectory generator is needed to give position,

velocity and specific force throughout the interval of

study. General trajectory generation programs are available;

however, in this thesis it was decided to conserve the

computer resources, and a trajectory of a great circle path

was generated by a set of closed-form expressions for

position, velocity and specific force (Ref 12).

Ir The pattern of the flight path selected was a straight

and level flight at 600 miles per hour at 11,000 feet for

a duration of 500 seconds, followed by a dive at the rate

of 6000 feet per minute for 100 seconds (with a corresponding

decrease in ground speed), and finally leveling at 1000

feet. The altitude profile generated is shown in Figure 14,

with the vertical velocity as shown in Figure 15.

The mission scenario envisions a disturbance input to

the vertical channel at t = 500 seconds just at the time

the vehicle starts descending, and ends at t = 600 seconds

as the vehicle levels off. At time t = 610 seconds, the

vehicle is required to perform a TERCOM-update ending at

time t = 660 seconds. It is during this last section of
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that the behavior of the vertical channel is analyzed. The

various time intervals were given by the thesis sponsor.

Monte Carlo Simulation

A generalized Monte Carlo simulation program (SOFE -

a generalized digital simulation for optimal filter evalua-

tion) (Ref 13) was used to propagate the error states over

the total time interval of 700 seconds (covariance analysis

program was not done due to non-zero mean disturbance input).

The companion plot program, SOFEPL, was used for generating

subsequent plots (Ref 14).

SOFE requires both the true error states and the filter

error states. Since there were no filter error states for

this work, a dummy filter error state was programmed. The

various user input routines to SOFE for one set of vertical

channel gains are given in Appendix C.

The integrator in the basic SOFE cannot handle step

changes. Since the very nature of this thesis involved

step changes due to disturbance, altitude and vertical

velocity, these were approximated as cosine functions over

a small interval of time (At = 0.01 secs) at each corner.

This device enabled the integrator to work properly and

made no substantial impact on the results.

Three plots were generated for each flight. Error

states 3 (altitude error), 6 (vertical velocity error) and

44 (barometric error) (see Table IV-l) were plotted using
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SOFEPL. The three plots generated were for each set of

vertical loop gains; i.e., classical, improved and combined

gains. Thirty Monte Carlo runs were carried out for each

case to get an ensemble average. For one set of loop gains,

the statistical results of 100 Monte Carlo runs were not

significantly different from the results of thirty Monte

Carlo runs. To conserve computer resources, thirty Monte

Carlo runs were used in all the following analyses. For

further insight, one Monte Carlo run was also carried out

for each set of gains. For comparison purposes, the starting

point of the random number generator was set to a fixed

value for all three sets of gains. That is, each separate

set was generated with the same noise realization. The

results obtained from these simulations are given in the

following chapter.
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V. Results

Basic Cost Function

Recalling from Chapter II, the basic cost function was

t4

J(K) = f (5h ) 2 dt (68)
t3

For the above cost function, the barometric data was assumed

perfect with no uncertainties whatsoever (Figure 1), except

during the interval (t2 - tI ) (see Figure 2) at which time

the disturbance was fed into the vertical channel. Equation

(68) was minimized through the search routine, and the optimum

values of the three vertical loop gains are given in Table V-1.

44 TABLE V-1

Optimized Gains (Basic Cost Function)

t 4

t3

Vertical
Loop Optimized Result Units

Gains

K1  935678.67 sec

K2  0.02 sec2

K3  0.0001 sec3
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The message from Table V-i is apparent. With the cost

function of Eq (68), the vertical loop gain K 1 needs to

be set to essentially infinity regardless of the values of

K2 and K3  If we analyze the set-up of the cost function

in more detail, the result is not surprising. As said

earlier, the barometric data is assumed perfect except during

the disturbance interval; i.e., the barometric data is

perfect before and after the disturbance. The optimum INS

altitude estimate after the disturbance would be the per-

fect baro output, and tight tracking control will minimize

the INS variation from this ideal baro indication. So, the

large value of gain K1 can be anticipated for this highly-

simplified model. If baro altitude were not perfect, then

the gain K1 would settle for a far lesser value, thereby

indicating that the inertial system does not truly believe

in the data from the altimeter due to uncertainties in the

latter. For this case, however, the data from the altimeter

is perfect, thus the gain K1 must be set to infinity to

track the altimeter without any lag. A constraint optimiza-

tion routine or addition of a term in the cost function to

penalize huge values ,E K1  (or K2 or K3 ) could be

effectively used at this stage. Such a procedure is incon-

4 sistent with the objectives of this analysis and was not

pursued.

The optimized values of the three gains of Table V-I

are not very accurate because of the inherent limitations
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of the integration routine used; however, these values

give insight into the behavior of the vertical channel.

New Cost Function

With the addition of uncertainties in the vertical

channel and barometric data (Fig. 4), the cost function

was

| t4

J(K) = f (6h )2 dt + (t 4  - t 3 )  [(6h 2 ) 2] (69)
t3

It may be of importance to note that, in the minimization

of Eq (69), a weighting factor, 6 , can be introduced

such that

t4

J(K) ( ) f (6h )2dt + ( - ) (t 4 -t 3) [(6h2) 2] °  (70)
t3

For a value of 6 (between 0 and 1), it is possible to have

any combination of the mean squared error due to the dis-

turbance and noise. This in effect scales the size of the

deterministic disturbance. If 5 is set to 0.5, then

Eq (70) reverts back to the form equivalent to Eq (69).

To provide a baseline design and performance against

which to compare the optimized performance, the classical

set of gains is

47
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K K = 3.0 x 10-2 sec-I

K2  3.0307 x 10- 4 sec- 2  (71)

K = 1.0 x 10- 6  sec - 3

The only rationale given for these gains is that the third-

order control system has a triple pole with a 100 second

time constant. This design specification allows the INS

estimate to average out the high frequency barometric noise,

but is not optimal in any sense. It may also be interesting

to compare the performance with the optimized set of gains

obtained by Widnall and Sinha (Ref 4) for the mean squared

velocity error; they are

K = 1.004 sec

K = 4.17 x 10 sec -2  (72)

K = 4.39 x 10 - 6 sec- 3

3

As stated in earlier chapters, the magnitude of the

disturbance input to the vertical channel was assumed to

be 200 meters. With such a disturbance, the minimization

of Eq (69) led to the optimized set of gains as given in

Table V-2.
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TABLE V-2

Optimized Gains (New Cost Function)

New Cost Function

t 4

J(h) = f (6hl) 2dt + (t 4 -t 3 ) [ (6h 2) Z]
t3

Vertical
Loop Value Units

Gains

K1  0.631 sec-

-3 -2K2  4.78 x 10 sec

K3  6.335 x 10- 5  sec - 3

The mean squared altitude error, with the values of the noise

spectral densities as given in Chapter II, for the classical

set of gains (Eq (71)) was found to be

(6h) L = 595.879 m2

* = (24.41)2 m 2  (73)

The corresponding mean squared altitude error for the

improved set of gains of Table V-2 is
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(h) 2 = 54.899 m 2

IMP

"(7.409)2 m2  (74)

In calculating the mean squared error as given in Eqs (73)

and (74), the mean square value of the error state 44

(error due to variation in altitude of a constant pressure

surface) (first order lag shaping filter, Fig. 4) was sub-

tracted so that true performance comparison could be made.

between the classical and improved gains. The mean squared

error for gains of Eq (72) was not calculated for reasons

presented later. Accordingly, (152.4 M) 2 was subtracted

(see Chapter II) and is not included in Eqs (73) and (74),

This performance improvement is significant relative

to the classical gains. The mean squared altitude error

is 70% lower.

The poles of the closed-loop portion of the vertical

channel are the three roots of the characteristic equation

(see Chapter II)

S 3 + K1S
2 + (K2 - 2g/R)S + K 3 = 0

With the values of the loop gains of Table V-2, the three

poles are located at
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II P1 = -0.6235 sec-1

P2, = -3.75 x 10 3 ± j 9.36 x 10 sec (75)

These poles have a time constant of

= 1.604 sec

T = 266.67 sec (76)

Comparing with the classical gains, one time constant is a

factor of 100 faster; the other two time constants are a

factor of three slower.

The individual contributions of the various white

noises (see Fig. 4) to the mean squared altitude error,

for the noise densities as given in Chapter II, are shown

in Table V-3.

Table V-3 shows that for the classical gains, the

mean squared altitude error is dominated by the short

correlation time acceleration error and more so by the

altimeter error (first order lag). For the improved gains,

the contribution of altimeter error and short correlation

time altimeter error is the greatest.
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TABLE V-3

Contribution of White Noises
to Mean Squared Altitude Error

Noise
Density Mean Squared Altitude Error (m)2

Classical Gains Improved Gains

Qal 15.0 0.04064

Qa2 1.875 1.686 x 10 -

Qbl 2.074 31.937

Qb2 576.93 22.82

TOTAL 595.879 = (24.41)2 54.899 = (7.409)

Unfortunately, under the presence of the disturbance,

comparison cannot be made between the optimized gains for

the mean squared velocity error found by Widnall and Sinha

(Ref 4) as given in Eq (72), and the improved gains for the

mean squared altitude error of Table V-2. In addition, the

gains of Eq (72) are the optimized gains for the vertical

velocity error, whereas the improved gains of Table V-2

are for the altitude error and a performance comparison

between these sets of gains would be pointless. To gain

insight into the nature of the optimized gains, the disturb-

ance was set to zero, and using the values of the dynamic
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driving noises used by Widnall and Sinha (Ref 4) (with

the first order lag for noise Wb2 instead of random

walk as done in Ref 4), the optimized gains obtained are

as given in Table V-4. The gains of Table V-4 show a

considerable departure from Table V-2, especially the gains

K1 and K3  . In essence, as pointed out by Widnall and

Sinha (Ref 4), the gain K1 primarily depends on the

strength of the noise sources Qb2 and Qbl . The value

of gain K1  for Case II is in excellent agreement with

the formula (Ref 4)

b2 _ -691
K1 Q00 sec : 0.51 sec (77)

The gains of Table V-4 (for zero disturbance) are not

explicitly required for this thesis since the very objective

of the thesis was to find optimum gains due to non-stochastic

(disturbance) and stochastic inputs. To obtain further

insight into the nature of the optimized set of Table V-2,

it was necessary to find their sensitivity to the time

intervals tI  , t2  , t3  , and t4  (see Fig. 2), which

is analyzed in the following section.

Sensitivity Analysis

It may be recalled from Figure 2 and Chapter IV, the

vehicle was required to descent for a period of 100 seconds

in the interval (t2 - tI) , and perform a TERCOM-update
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TABLE V-4

Optimized Gains for Zero Disturbance

Optimized Gains for Disturbance 0

Loop Gains Optimized Gains

K 0.54 sec -1

K2  
7.77 x 10- 3 sec -2

-4 -3
K3 1.02 x 10 sec

for 50 seconds during the interval (t4 - t3 ) . Table V-5

shows the values of the vertical loop gains for an increase

of 10% in each of the time intervals (t2 - t1) , (t3 - t2 )

and (t4 - t3) , respectively. Comparing with the improved

gains (Table V-2), we find that the gains are very sensitive

to the time interval (t3 - t2) ; i.e., after the descent

4and before the TERCOM-update. On examining it more closely,

we find that, increasing the time interval after the dis-

turbance interval (t2 - t1) , it is logical for these gains

to change and settle on the steady-state values, because

the effect of the disturbance is decreasing; in effect, had

not the gains been optimized for the interval (t4 - t3 ) ,

they would have approached the values as given in Table V-4.
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TABLE V-5

Sensitivity of Gains

Sensitivity Analysis

Loop Interval (t2-tl) Interval (t 3-t 2) Interval (t4-t3)
Gains increased 10% increased 10% increased 10%

K 1  0.632 sec- 0.557 sec-1 0.65 sec-1

" i -2

4.63x0 -3 sec 3.32xi -3 sec 2  4.9xl0 3 sec 2

K 3 6.47x10 -5 sec- 3  5.81x10-5 sec-3  5.21x10- 5 sec-3

1 1 It is natural for the gains to approach their steady-state value in the

long run, once the effect of the disturbance is over. In addition, the

very slight difference between the intervals (t2 - tI) , (t4 - t3)

and those of Table V-2 is due to the minimal effect of the disturbance.

The optimized gains for the disturbance (Table V-2) were checked

* out in the simulated flight of a vehicle perfonning a TER[OM-update

and the results are shown in the next section.

Simulation Results

* As stated in Chapter IV, one flight profile was used with three

different gain sets; classical, improved and ccmbined. In the first

flight, only the classical gains were vailable throughout the duration

* of 700 seconds, and in the second flight, the improved gains of
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Table V-2 were programmed. For the third flight, the vertical

channel was programmed to use the classical gains up to the

time t3 = 610 seconds, and then switched over to the improved

gains of Table V-2 for the TERCOM-update interval of (t4 - t3)

= 50 seconds, and finally switched back to the classical

gains after the time t4 (see Fig. 2). The gains of Table V-2

were optimized only for the duration of the TERCOM-update;

therefore, it was appropriate to program them only for this

interval. The results for the altitude error for the classi-

*cal, improved and combined flights are shown in Figures 16,

17 and 18.

On examining Figure 16 (classical gains), we see an

initial hump around time t = 100 seconds with the error

I-T finally settling to its steady state value at time t = 400

. conds. This slow rise to its transient peak around t = 100

seconds is due to the inherent lag (r = 100 secs) in the

classical gains. Thus, with these gains it takes a long time

to build up the error and settle on the steady state value.

At time t = 500 seconds, the vehicle went into a dive, and

the buildup of the error after t = 500 seconds due to error

in altimeter is evident. At time t = 600 seconds, the

descent of the vehicle stops, but the error in altitude

takes a long time to descend down and follow the altimeter.

Notice at time t = 610 seconds, where the vehicle was

required to perform the TERCOM-update, the altitude error

- is still in excess of 800 feet. This error may seem
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unrealistic, but for the kind of disturbance and the flight

trajectory the result is not incorrect. For a disturbance

input of a smaller magnitude, the altitude error will be

correspondingly lower and the optimal gains would be differ-

ent.

For the case of Figure 17, in which only the improved

gains were programmed, we notice a considerable change from

Figure 16. Notice how quickly the error builds up to the

steady state value; this fast response is due to these

gains. The curve of Figure 17 has the same shape of Figure

16, except that it has sharp response features. Also, at

time t = 610 seconds, the error drops sharply since the

effect of the disturbance terminated - time t = 600 seconds.

jThe altitude error at the time t = 610 seconds is less than

200 feet. It may also be noticed that, while in Figure 17

the error stays at a constant value until the termination of

flight at t = 700 seconds, the error in Figure IC continues

to decrease and it appears to go to zero. This, however, is

not true. Since the classical gains have an inherent lag,

the system is going through a transient at time t = 700

seconds; had the flight duration been extended beyond 700

seconds, the error would have risen again.

In Figure 18, we see a combination of the classical

and improved gains. The altitude error follows the pattern

of Figure 16 (since the gains are the same) up until time

t = 610 seconds. Here, the system switches over to the
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pattern of Figure 17, and maintains a steady value until

time t = 660 seconds, at which instant the classical gains

once again take over and the system starts following the

pattern of Figure 16 again.

From Figures 16 and 17, at time t = 610 seconds, the

error drop corresponds to an improvement of about 70%

which is the same as stated earlier in this chapter.

At the same time, the plots for the vertical velocity

error for the three flights were also obtained and are as

shown in Figures 19, 20 and 21 for the classical, improved

and combined gains, respectively. As before, the gains

depict a similar behavior. For the classical, the error

takes a long time to build up and decrease, whereas for the

improved gains, the change is very fast.

The plots for the baromatric error for the three cases

is also shown in Figures 22, 23 and 24. These three plots

are exactly the same, thereby confirming the fact that the

random number generator was set at the same value at the

start of these flights as required.

It was interesting to observe the behavior of the

system for one Monte Carlo case out of thirty runs.

Figures 25 through 33 show the behavior of the altitude,

vertical velocity and barometric errors for the classical,

improved and combined gains for one Monte Carlo run, all

with the same noise realization.
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The behavior of the system is as before, except for

one case. Increased noise content is evident in the

improved gains. Unfortunately, this behavior is typical;

the more the gain K1 is increased, the more noise content

appears in the output. Increasing gain K1 allows the INS

to track the baro altimeter more closely, but because of

the noisy contents of the latter, more noise is apt to

appear in the output. However, for this case, during the

short interval of the TERCOM-updat:, it may be tolerable.
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VI. Conclusions and Recommendations

The simulated flight has demonstrated that using the

improved gains for a vehicle carrying out a TERCOM-update,

lower mean squared altitude errors are possible as compared

with the classical gains. Due to the inherent lag in the

classical gains (time constant of 100 seconds), these gains

become unsuitable for such a mission. Instead, by optimizing

the gains for the period of TERCOM-update, it was shown in

the previous chapter, an improvement of 70% was achieved

over the classical gains. The classical gains with their

long time constant have an advantage, in that errors build

up slowly; however, on the other side, the errors also

decrease slowly. Thus, the performance achievable through

the classical gains is at its best for a level flight of

long duration. Any climbs or descents of the vehicle

degrade the performance considerably. The optimized gains

with a fast time constant showed close tracking capabilities

of the vertical channel to the altimeter.

The results of the sensitivity analysis showed that

the loop gains are highly dependent on the time intervals

during and after the disturbance. Any change of more than

10% on the time intervals (t2 - t1 ) and (t4 - t3 ) would

warrant a new set of gains. The results also showed the

gains to be highly sensitive to the time interval (t3 - t2).

Thus, if this thesis needs to be adapted for a different
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set of time intervals, a different set of optimized gains

needs to be searched for(using the search routine). In

addition, it was also shown that the gains are a function

* of the magnitude of the disturbance. Consequently, with

a different magnitude of the disturbance, the optimum gains

will also be different.

In essence, this thesis has demonstrated that, for a

vehicle carrying out a TERCOM-update, it is advantageous to

have gains which are radically different from the classical

gains. The combination of the improved and classical gains

showed that better performance is achievable, rather than

with one set of gains only. Although the optimized gains

show greater susceptibility to noise than the classical

gains, the effect on the system performance is not disturbing

due to the short time operation of the former gains.

For the adaptability of this thesis to be such a

requirement in the real world environment, it is necessary

to define the different time intervals for the TERCOM-

update, and then to calculate the gains as done in this

paper. The combination of the optimized gains with the

classical gains will then provide a lower mean squared

altitude error and enable the vehicle to carry out a more

* accurate TERCOM-update. It is recommended that further

study be carried out in determining the optimal combination

of the classical and improved set of gains. The time at

* -which the improved set of gains should be switched into
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the vertical channel needs to be determined, which will

give optimum balance between the increased noise level

content and optimal performance of the vertical channel

in providing lower mean squared altitude errors at TERCOM-

update.
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Appendix A

Instability of the Vertical Channel

For a vertical accelerometer with input axis along the

z-axis in the local-level, the measured specific force is

given by

f = h + g (A-i)

where

f 2 is the specific force

h is the second derivative of the altitude

above the earth

g is the acceleration due to gravity.

The gravity in Eq (A-i) can be given by the Taylor series

expansion truncated to first order

2g 0
g 90 - h (A-2)

e

where

0o = gravity at distance r0

Re radius of earth

h = height above earth.

110



Thus, Eq (A-i) becomes

f = 6h + 6g (A-3)
2

or

2go

h- - 6h = 6f (A-4)R
e

Assuming 6f to be constant, the solution to Eq (A-4) can

be written as

6fR rh e 1- cosh t (A-5)
hg 0 Rge

-6For a gravity anomaly of 10-  g, the error in altitude

after one hour is (Ref 15)

6h = 28,900 ft

This shows that the vertical channel is unstable for

altitude calculations, and external altitude information

must be made available to stabilize it.
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Appendix B

Minimization Algorithm Listing
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THE OBJECT OF THIS PROGRAM IS TO MINIMIZE A COST FUNCTION WITH

THREE INPUT VARIABLES.IT UTILIZES 74O IMSL ROTINES NAMELY DCEA.R
AND Z'ilv' TO PERFO:4 THE JOB.THE THREE INPUT VARIABLES TO THE

ZIN ROUTINE ARE TKE THMEE GAINS OF THE VERTICLE CHANNEL OF THE
INS.THE VERTICLE CHANNEL IS MODELED BY A SET OF FOUR DIFFERENTIAL
EQUATIONS WHICH ARE SOLVED PY THE DGEAR ROUTINE.FOR AN INPUT SET
OF GAINS DCEAR SOLVES FOR THE COST FUNCTION AND ROUTES THE RESULT
BACK TO ZX4IN WHICH LOOPS A NEW SET OF GAINS ,AND THIS PROCESS
CONTINUES TILL CRITERIA FOR A MINIMUN IS MET.

PROGRAM TH8

EXTERNAL FUNCT
COMMON/DATA4/H(6)
DIMENSION C(3),W(Q)
INTEGER MAXFN,N, IOPT
REAL K(3)

INITIALIZE INPUT VARIABLES FOR ZXMIN.

m-3
KSIG-3

MAXFN-500
IOPT-3
GAINI-.82

INITIAL VALLE FOR VERTICAL LOOP GAINS.

GAIN2-4.91E-3
CAIN3-5.29E-5

SET SCALE VALUES FOR LOOP GAINS.

K(1)-GAINI/I.E-1

K(2)-CAIN2*1000.
K(3 )-CAIN3*1 00000.

CALL ZV'IN TO MINIMIZE COST FUNCTION.

0 CALL ZX.I N(FUNCT,M,NSIG,MAKN,IOFT,KH.GF.1,,IER)

IF(IER.EQ.O)CO TO 20
PRINTING ERROR MESSAGES.

IF(IER.EQ.129)THEN

* .IT*,'HESSIAN NOT POS. DEF. IER-,,IER

£ END I F
IF(IER.EQ. 130)THEN
PRI.TS, 'IER-' ,IER
PRINT*,'MIN. COULD NOT BE ACHIEVED TO NSIG DIGITS'

REVERSE SCALING
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PR I N*' CAI N2-' K(2)IAl000.
PttlI'T*, 'CAI N3-.,K(3)/1 00000.
PRINT',.'COST FtUNC-1,F
EN~D IF
IF(IER.EQ.131 )THEN
PRI\N,*.*MAXFIJN EXCEEDED. .IERm' ,IER
GO TO 10
EXD I F
STOP

PRIN'TING MINIM~IZED VALUES OF VERTICAL LOOP GAINS

0 PRINT*,*
PRIN-T*.CAIN1',K( )*1 .E-1
P.IkNr*.GAIN2-' ,K(2)/1OCj0.
PRINT-*.'CAINi3-' K(3)/1 00000.
PRIN'T *'COST FUNC-',FI END

THlIS SUER0t'TINt CALCU'LATES COST FUNC AND USES DGEAR
TO SOLVE TRE DIFFERENTIAL EQUATIONS.

SUOLTINE FLUNCT(M,JC.F)
EXTEPNAL FCN, FCN;J
DIMENSInK X(4),ThJK(4).WK(60)
CCIIMCN%/DATA1 /TIEZ,TD4.E1,TI]ME2,, LME3,T

Ii COMMON/DATA2IDBARO,All
COMM ON/DATA3 /CRAV, RREC , CAI NI, CA 1,2. CAIN3
CCP.'4N/DATA4/H(6)

REAL I(M)J,J12

SET FIRST OrDER LAG CONSTANT
A-5.7931605E-4

SET SIGM A VALUE FOR 1ST ORDER MARYOV PROCESS (METERS)
SIQMA.152.4

SET NOISE VALLUES.
QAIZ .4-
QA21 .E-9
QR 1-100.
QB2-2*A*(SICMA**2)
N-4

SET INITIAL VALUES Fn'R INTEGRATION
T-0.0

X(2)-O

* X( 3)-O
X(A )-0
TOL-2 .E-1O
S-. 000001

MITEP-2
INDEX7-i
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TSTOP-1 60.

WRITE VALUES FOR PLOTTI1:C ON TAPE 5
REWIND 5
WRITE(5) T,X
TEND-O.
ICOUNT-O

GRAVITY IN METERS/SEC**2
CRAV-9.80665

RADIUS OF EARTH IN METERS.
R-6378165.0
RRLEC-1./R

REVERSE SCALING

CAIN1-ABS(K(1 ))'1 .E-I
GAIN2-ARS(K(2))/10OO.
GAIN3-ABS(K(3) )/1O0000.

SET TIF VARIABLES

TLMEZ-O.
TELM-1OO.
TIME2-1 10.
TL4E3-160.

BETA-. 5

SET DISTURBANCE MACNITUDE(SQUARED)METERS

ALPiHA-200*2

C-2 *CRAV*RP.EC
CALL UPDATE

REINITIALIZE DCEAR FOR STEP INPUTS
IF(T.EQ.100)THE.,
INDEX-I
51 .E-6
END IF
IF(T.EQ.11O)THEN
INDEX-1
S-1 .E-6
END IF

IF(T.LT.TSTor)THEN
ICOLUlT-I COU 4T+1
TEN DOT+5.

CALL OCEAR
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0 CALL DGEAR(N,FCN,FCNJ,T,S,.XTED,TOL,IETH,
-HITER, INDEX, IWK,WK, IE',)

PRINTINC ERROR MESSAGES

IF(IER.CT. 128)THEN
PR INT* ,IER

TF(ICP..EQ. 132 )TIIEN
DO 30 I-1,N

PR INT* ,CD
0 CONTINUE

END IF
STOP

END IF
WRITE(S) T,X
00 To 5

END IF

CWPUTE COST DUE TO DISTURBANCE
JI-ALPHIA*X(4)

COIPUTE VARIABLES FOR J2 COST FUNC

B2-(GAINI*QA2)/(2*((CAIN1*CAiN3)*(CAIN2C)-(CAIN3**2)))
B34-(GAIN1**2 )*(GAIN%2-C)
B3N-B3N+(CAlN2**Z )-(CAIN1*CAIN3)
B3D-2*((GAIN2-C)*CAIN1CAIN3)
B>3BY./P3D
B 3-B 3*QB I
B4N-(CAINI*CAIN;2)*( (A**2 )*CAINl+A*CAI?424CA1N3)
D4N-B4N-CAIN1*( (A*-2 )*C*CAINI+(A**2 )*CAIN3+C*CAIN3)
B4N-34N+(A*GAIN2 )**2-GAI N3**2
34D-A*CAINI*CAIN2*( (A**2 )+A*CAIN14CAIN2-2*C)
B4DB84D+A%*C*CAINl*(C-(A**2 )-A*GAIN1)
B4D-B4D-GAIN1l*CAIN\3*(C+(A**2))
B4D-B~rD+AIN3*(A*C-A*A*A-CAIN3)

B4D-2*A*R4D
B4-B4N/B4D
34 -B 4*3 2
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C01PUTE COST DUE TO NOISE INPUTS
J2-(TLME3-TLNE2)*(Bl+B2+B3+B4)

C01PL'TE TOTAL COST
F-(BET.A*Jl)+(l.RETA)*J2

PRINT VARIABLES ITERATIVELY
PRINT*,'GAINI.- ,CAIN1
PRINT' 'AIN2-',CAIN2
PRINT*'CAIN3- ,CAIN3
PRINT*, 'El-' ,Bl
FRI?,*,'B2-' 112
PRINT*,'B3-' .B3
PRINT*'B4.',B4
PRIN7*,'Jl-' .jI
PRINT'*, 'J2-',j2
PRINr*'COST FLNC-' F
PRINT*'
RETURN
E 'D

THIS SUEROL7rIW! CALCULATES SETS THE DISTURBANCE I.NTERVAL

SUBROUTINE UPDATE
CC4MON4/DATA/TDIEZ,TDE,TTLE2,TIME3,T
C(NMOV/3ATA 2/D? ARC, AI I
IF(T.CE.T~uEZ .AN D.T. LE.TNMEI )THEN
DE ARO-I
Al 1-0.
ELSE IF(T.CE.Tl!E2.AD.T.LE.TLME3)THTEN
DBARO-O.
All-i.
ELSE
DBARO-..
All-0.
END IF
RETURN
E YD

THIS SUBROUTINE CALCULATES DERIVATIVES FOR DCEARt

SUBROUTINE FCN(N,T,X,)MOT)
CaFIHON/DATA2/DEARO,A1 I
CGMMON/DATA3/GRAV,RREC ,CAINI *CAIN2,CAIN3
DflXESrON X(N),XDOT(N)
XDOT(1 )-X(2 )-( (GAINI )*(X(l )-DBARO))
XDOT(2 )-( (2*CRAV*RREC)-C'AIN2)*X(1)+(CAIN2'DEARO)-X(3)
XDOT(3)-(GAIN3*X(l ))-(CAIN3'DBARO)
XfOT(&).All*(X(1)**2)
RETURN
END

THIS SUrBROIN'E ACTS AS A DIMY FOR DGFAR
SUBROUrTINE FCI.J(N,T,X,PD)
INTEGER N
REAL X(N),PD(NN),T
RrETURN
END
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Appendix C

SOFE User Input Routines

Introduction

SOFE (Ref 13) is a Monte Carlo simulation program that

helps in analyzing integrated systems employing Kalman

Filter estimation techniques. It can also be used for

propagating the navigation error equations over a desired

trajectory.

SOFE requires both truth and filter model state

variables. Since this thesis had only truth model states,

a dummy filter state was introduced to satisfy the SOFE

requirements. Brief discussions on each of the input

routines used in this thesis are described in the following

paragraphs. For additional information, Reference 13 can

be consulted.

Tape 5

This file is the input to SOFE for the following

information:

(a) Problem title

(b) PRDATA information for initializing matrices

* and time intervals in basic SOFE

(c) Initial values for the truth model error

variables

* (d) Input for the USRIN routine

(e) Plotting information
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Tape 5 input can reside on card decks or can be entered

interactively.

Subroutine AMEND

This subroutine is used to apply total feedback control

after a certain number of measurement intervals. Since no

filter state was used, this routine is just a stub.

Subroutine ERDY

This subroutine was generated to calculate the non-

zero entries of the 9x9 fundamental matrix of the INS

differential equations. This subroutine is not explicitly

required by SOFE, and it was generated for the purpose of

program clarity.

Subroutine ESTIX

This subroutine is required for computing the user

defined quantities. Since no quantities were required to

be computed, this routine was also a stub.

Subroutine FQGEN

This subroutine is required for the filter states

which were not present in this thesis. Thus, this routine

was also a stub.

Subroutine HRZ

This routine is again required for the filter states

and thus it was also a stub.

119



Subroutine NUUNIT

* This routine was generated to convert the statistical

input to computational units. Thus, all units conversion

calculations were done here.

Subroutine SNOYS

This user routine adds gaussian random samples to

specified truth states to simulate the accumulated effect

of process driving noise on these states over the noise

accumulation interval.

Subroutine STABLE

This subroutine was generated for printing a table of

the statistical input for the truth model. This routine is

not required for SOFE explicitly; however, it helps in

fault analysis.

Subroutine TRAJ

Since no external trajectory program was used, this

routine was generated for establishing the great circle

flight trajectory.

Subroutine USRIN

This user defined routine was used for reading and

printing input data.
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Subroutine XFDOT

This routine is required for the filter states, and

therefore it was just a stub.

Subroutine XSDOT

This subroutine contains the derivatives of the truth

model and it also initializes the various error states.
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TAPE 5

100:LtiIS/VERTICAL CHANNEL ERROR PROPAGATION----CLASSICAL VS IMPROVED
110= SPRDAIA
120= NFIl,NSz30,MIO,KZFOtNXTJz9,
130= LXTJ:.F.,
140- 70=0., TF=700.,
150z2 DTPRNTz5., DTCCPL-5.,
160z DTNOYS=3.,
170: DTPRPLIO.,
180z LPRXF=.T., LPRDG=.F.,
190: IPRRUN:1, IPGSIZ=55,

j200= LPF=.T., LCC=.7.,
210r TOLER=. 0001 , HMAX=60.,NMN=.0001,
220z ISEED=-2361268, IPASS=30,
230= i
240= 50*0.
250=0.
260=1,1,1.
270=0,0,0.

Ft 280: SSIGOS DYNAflIC(1)zl0'O.,
290z 6B(1)=2*.0005,.0007,SF(1)=6*.0005,6FF(I)30.,
300m GSF(1)z3s5.,6M(I)z6*2.5v
310: ABDI)=3.25.,ASFC1)=3*25.,AM(1)=6*5.15,
320z IARO=50.,GDE:26.,GND1l7.,6Az35.,

ci330: BASF=.03,SPCz1 .54E-04,AL=.25,
340=1
350= 9S7ATS DALTS=250.,D6RAVE=10.,DGRAVN=10.,
360: DGA:60.,GYNDS(1).3$0.0,ACNDS(1)z3*0.0,
370z DASIGS:250.,EDSIGS=26.,DNSI6S:17.,GASI6S=35.,
380c S
390z SCONTRL LFDBK=.F.,LINTOO=.F.,KXS6O:1,
400z 6
410: 1.0
420= 3,0,0,1.
430= 6,010,1.
440=44,0,0,1.
450: 0,0,0,0.
460: TIME(SEC)
470=ALTITUDE ERROR
480=POSITIDN ERROR *FEET*
490=VERTICAL VELOCITY ERROR
500=VELOCITY ERROR $FPS*
510=BARO ALTIMETER ERROR
520=ALTITUDE $FEET*

122



SUBROUTI.%E AmE%O 74/T4 apr: 1 0' .3-560 10/? 55.

I SUOR UTt%E A"EO(tRUNT,% 9,NS,4XTJ,XF ,XS,XTRAJ3

C USE(t-WRITTE4 SUBROUTINE TO APPLY TOTAL FEE09ACK C taa'.ag
C

5 C:"NPM /C~tlL/LFD8K(,LI4TT3,(XS3O
O!IENS,0 XF(%F) ,ES(%S 9XTftAJ(%XTJ)

C
LCG;CAL LFOSI(

C
10 ETUrN

IF (.NOT- LFOSK) PETLJP4

00 IGO IT1,9
XS(12 XSMI - XF(I)

100 C3NT:NuE
0.1 2CO :=11.13

XSI SCI) - XF(I)

2 2C3 CONT:N.UE
XS(44 = XS44) XF(13'D
XS( ) XS45)- XF(lAD

XS4)=XSC41? - XF(151
xFU1O) =0.

25 XF(14) 0.

RETUi'w

C ....................................
33 ENTRY A-E%0C

CARO '.4. SEVERITY DETAILS OIAGF0SIS Of PG08LEN

I1 THERE 11S NO PATH TO TH4IS srATE"E4T.
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:UBIIUTI%C C90T 74/74 rPT11 FTIV 4.2-564I1~2i~3

I SU~i UT'.C EcGO( 4 TQAJtTPAJ.ril))
c
C EPOT CC-PUTES N'Ct4ZEOO E103!ES FOV T94E 499 SUBBLOCK THAT
C MARCES UP T-4E FU,.OA-4E%TAL %AV6'AT1:N Eq:CR DY%4A":CS "1T.

5 C E'O)T ALSO F:LL'- C:0-4:% AJEA vS-4Atr W:Tm UaQE%T VALUES O)F

C SCV aAL C Do-'UTEO V*AIALES. : NCL-.31'iG z- Y-Z VEL C~C! S.
C SP!C:F!C FCOCES A.NO CCPM"A%O(O ANGJLAR VELnCirlES* PLUS
C W*'4OER-A'GLE VALUES. *SNACE- VAR!&SLES ASE USED Nd KSOV'T.
C XF3;T A'0 F2GE% FPP A VAETY )F STATE A-4 COVARIANCE

12 C CC-OUTATIC%:.
C

S/EAA*-/GmE6A.AC).E32,GE-

CZ--"Ai /VO*"P/CXLCK?.CN3
is C:MC.4 ItIA'LIVIVT.VZ.VSvi ,rV.FZ.WCiWCTUCZ,ALFA,CAL * , ALFA

0IPC.SrS% TzAj(%TaAJ).Fau;(41)
C
C 2t:K CUT GEOUPDED TPAJECT--2T VAAIC! E

-LAT = PAJ(I.)
23 V x 4Aj(?

VT *:AJ(31

Pu IOAJ141

FT 2 T;Aj(s

23P F z 7AJ(?)
ALFA 2 'AJIO) * .ALFPI

C
i-I.C C340uTE ' ..4&EG L',T IENPQ@&VtT Vk*!&LC$

CALFA = C:S(ALFA)
32 :ALFA 2 %I(ALFA)

Vt CALFA.V% SALFA.V?

V4 = ;ALFA.VI CALFA.VT
VS 2 L26II- -i. VT..?)
FE = CALFA.PE SALFA.PY

3 F = ALFA.Ft CALFA.PT
CLAT 2 C:S(:L*')
:L:T Sth('LAYIT)
TLl T SLAT f CLA
;CLA' I ./CLAT

43 ZNEQP. ~CGA.CLAT
OEGZ CNEGA.S..AT
LH0E :-V%.I'CQG

0 F40 z VE.rGEQ.TLAT
45 WdE x 'rI0E

Vt' = *".C-CEGZ
w 2CALFA-914CE 0 SALFA.Id'

I.T 2-ALFA.liCE - CALF&.VI

C EVALUATE IMqE ?:u(.ODEtE.C.kr V:4-iC30 ELE~qS
C !~v !mE FU%OANE%*AL tDRO.' DY%A*!CS "IAtRIN

53 F4It (11 t 1.OZ.OCLAT

124



Su.S21ur:kE EcD? 14/74 )p rz FT4 4.8.56,t 11/08/42 15.33.

FQX9 (5) =-C'-EGZ
63F9x9 (63 =w#,-rmOZ*TLAT

FqX9 (7) :-.*..4;EO.ACLAf
F4E9 (5)z3 C-;E
F919 99 :-CK1
F9X9(1G3 = FOZ.;tOE'*mCN-X(Z

9.3 Fq%9(111 = HCN.QMCZ-Itm-E*E(Z
F~xQ (121 2..GE.PE-(

2
'-414NE.' mC)-C(2

F319(13) :.cp4OE.9-IE0
F' 89(143 =-4.4C%:R8tEG
Fi X9(15 1 =--,40Z 2 EQ

72 F9x4(1G3 = zzEO.8CLAT

F'8
4
Q(1 73 =--lCE*TLAT-E,(Z

F9X9(181 =-2..idZ
Fi,(191 =:.-'
F ?X 9 (2 1 = TLAT.a4EQ

is F8x9(231 " ZZEGZ

FQX-7(24) :-XO(Z
Fqx9(25) =-2..:43C
Fi8 xc(283 =- (WN.- wEGN)
F9x9(29) = r4CE

-3F9x9(3C) FZ
FqX5131) =-FNg
F '.3 (32 , z-hi
F?X9(353 =:
FX9 343 =-FZ

45 F'x9(35) = FE
F' 9 136 1%3
F9X9(3?) --ijE

F439( 393 -FE
:3 141(40) :-WN

F3(41) 3
OEtUQM

C

C EVALUATE TME t:.-E-:%OPEO.OE'4 VCN-ZERO EL"C'e4S
C 1% T-4E FU%OAMETAL EROCR 0Y%ANICS NATOIX

12) F904(20) AE
F~x9(22) = - Et2
F319126) 2-rgE2
F9X9(2?) 1
;E CTUP p
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SUBR3UT:NE ESlIt 74/74 -Z;T:1 FTN 4.A-566l/O Z 153.

1 SuBP:UTI%EC SLw(ftUN,T1, ,,dS,'ETJ,XF .E3,XT-AJ~hTR.PFI

ENTO? ESTIXO
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SUB84)JTIKE FQ;E4 T4 711 09--1 FrV4.A-36 11/C9/42 15.33d

I S~uB~iuriE FQGE( U%,,%4F,-uS,%XTJ.IFXS,XT@*J.NlFsN7I2F,IJFI

01"ENSIGN KF(%FI ,XS%SI,XT'tijtITJ ,F(NZF~,OF4NZ2)

5 ET-IY FOGE%'3
C ET (-I*
C..D

VIF
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sue. :utl%c Hfz 74/74 02T: FTbj 4.!-
5
6j 11104/42 L 15.33. 3

SUSOCUTINE '4~z(: 'O.T ,AF,%!,'1yJ*EDKTOl, TEPjTr.PFv

DETU24
5 EhTQ? '4LO

FETUz.4
ENDO
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SURB3UTIIIE .Uh"T 71/74 0p: FT% 4.A.& 10,1 5

1 ~ SUBR'UTI%E %UUNTd

C 4U'JI~T CONVE4TS S1ATISTtCAL 1'd'UT '3 C3"PUTATICNdAL UNITS

5 C,-C6 /CJR*SfOAL TS,064AVEp)G4 AV'~vDGA

C"d/SL6G3/D,%AwIC(l3 ).S3C3),1;$(1.) GFFt3),65FC33,6W(6&3
A8( 33, :(33 *h( ), BAIOGO , G'.D. GA.

13 eASF.SPC.AL
CO-04' /-S!G'AS/3ASIGS.EOSt6.2N4S:GSGASIGS

C
C
C FCRM CVt.VERS1QP. FACT.C'S F04 CI4ANGI%G !%PUT DAT&

15C TO CO-PUTATZ:NAL U'4jTS
C
C *. PD = RAO.A%S PE; DEGqEE
C *.SPM SECCNDS PEG " IuR

C ... ACCPG = Fr/SEC/SEC PER SEE
22 C ... ACCPuG =FT/SEC/SEC FE mICIo SEE

C ... ;PA; 4AD!ANS PE2 A2C :ECTNO

C ... FP14M = FEET A'C' I.AUT!CAL "!-E
C

-P ztALFP1/90.
25 :P" = 36CI.

ACCPG = 32.2
ACCPL.G :32.2/IG0QCC3.

;:AS : PD/36C3;.,
F %M

C CMA'.61 STAt!;T:CAL V.PUT DATA t'2 :3,.TAT;3%AL uNIrS
c

00 IC1:,
LC D?%A'ICC:) = ONAzc(:)/123!.

35 DC 20 1=1.3
G8(1) = Gi(.PPD/sp#4
A8(!) : ASI:3.ACC'uG

GFF(13 = GFF(I13.P0(S*04.ACCPG.ACCPGI

ASFIK = A:F(1 3/10:;17).
AC%05(11 z ((AC%OSI1 ).AC:Pj;)..2.,/sPH

2c COit : NUE

43 D 30 IzI.6
GPO! : ~lt)*O0(SP-.ACCPS)

A-*(Z I A-411PPAS

30 CO%TI%UC
53 C

DAI.TS = DAL'S.FP%"
OGOAVE OGP AVE.FP%P4
OGG AVft = OVAV%.-FPP.u
OGA z OGA.FP%M

55 GOC GOE.ACCPUG
G'.0 GI.D. ACC?.JS
GA GA.ACCPUS
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SUB-aOUT:Pc .Uu%t T 7 CPT:l VT4 *.P*564 l~/ 2  53.

EDSIGS = OSIGS:ACCPUG
ONSIGS =OSIGS.*CCPUG

63 GAS!GS =GAS;GS ACCPUG

2ETu,4
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SUeSur:.E SNOTS 74/74 cpV--j FT4d A.0.564 1'/2 1.

t ~SUeN,7UTI%E S.QvYSCtRUN.T.%?.94,isXTJKF,XtXTOAJI
C
C USEQ-WP:TTE', SURROUTINE.
C A033 Gauss: A4 :ANQI SAMPLES T3 SPECIrr:ED TOUTH STATES '0

5 C SIWJLATE T-iE ACCUPIJLATED EFFECT IF DROCtSS OA!V!NG F.OISE
C ON 7HESE STATES OWE4 TmC NOISE ACCUMULATION INIERVAL V.
C

C0Oq.C4 lC:ASlOALTSOGRAVEOGR AV~v0GA
CIM~CI4 /%OZ52S/GY%0SC3).ACOT (33

12 COMPC4 /SIGR4AS/SASIGS .(OSI 6S ,DSI GS.GASIGS
OZ mE%SI)% xF(NF) ,XS(%S)*XT4Aj(',KTJ)

C
or =T-'.10

WE = TRA.J(21
25 xtaAj(3)

VG zsoprjWE.VE.V'1*V%3
C

SIG11 = S0l(0T.6Y%DS(I)P
XS1) XS(IlloSAUSS40.9517.11)

23 SIG12 SORT(OT-T'.S(2))
xS(121 xS(12).GAUZ'S(C.#SIG12)
^IG13 zsagrtor.Gypoos(33)
%S(13) =XS(13).GAUSSCI.*S315131
iIG32 = A;T(0T.*C%0S(1))

25 %S(320 = IS(32).GAUJSS(C.oS1G32)
S1633 SQ~r(DT.AC.OS(21?
XS(33) XS(33b.GAUSS(GO..3133)
1634 SORT(DT.ACPOS(3))

XS4)zXS(44).GAUSSCO.vStG44)
G45 E0S.G3ORT(.-EP(-2.or.VG/3GRAVE))

VSCRS) XSfRS).GAUSS(I.,SI'll5l
SIG46 O%:GS.SOR(.-ExP(-.3VGOG2AVN32

35 S(461 XS(46.QGAUSS(C..3!G.S)
:G~l GAS6S.SSOPT(I.-EXP(-2..2T.VG/36)II
IS(411 ES~q?)#64U51(o.qsI;&7)

T30 t
RET U-h

C .... .......... .. *t*....... ......

ENTRY S%ZYS0
-'LO 2 T
RETURN

05 V..
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SUBROUT!..E STABLE 14/T4 opr:1 FY' 4.*.l5'6 1II ?4 15.33

C
C STABLE PRINT$ A T*OLEC F STATISTI.-AL 1-40UT OATA FOP THE4 TDU'rp 4 MDEL
C

C C C..wC /COR-S/DALTS .06' AVE,0GRAV%,0OGA
C.;qC /EAQ'm(C-EGA I : Q:E Q,GEE-

CO~C N ISITGPASI5AS1GSCOSGSs,34S:GS .GAS:SS
C'3'm 4 / S 0T1 1 01,G I .G F ( S.GFF( 3,G SF 3 9 So1;)

13 * *83) ,A:F(33 A'(S' ,8A4O0G 4%GA,
BASF S PC, AL

C
0 1 E 1.31 h Ol'-EC T 93 3 OUOC E (1B *A itS( 12 A X ! S(6 ) 90Y4 AMI3I
DATA AXIS/*X *9*X o'y ' .@Z 09*2 *.* ;4UTrxl69 SP:'4(yi~t

is SP:N(X)"*O V-0UT,.. s'* ic,, :N-'UT(Zl.,
DATA AXKS/IABT v.,*AST Z1,.ABT X-'AST Z***AST 99'AST Y/f
DATA DrqECT/-X -a'V -.-? --
DATA :DT%A-4!'.C0S(LT)FT',' FEET*, FEET*#* FT/SEC*#* FT/SEC's

.- Fr3SEC', -7AO'99 "PAD*,* 02AD,0 FT/!EC..2'/
22 34TA S3UZCE/*EAST ','L .G!TJDE.943!M*,'LAT:1UO.ALrI TUDE'.'

.'EAI.T't'VEL Cl TV,',%C)Yr4 q',v-LCC1T T' .*VET: CAL* *VELCVT-'
* EAS-T",'ATT:TUOEO*-%ORIM'9-ATruoE.VEIT!CAL**Arl'U,3E.f

C
C W;ITE ABLE OF TRU.-r MCOEL SrATISII:AL :4UT OA'A

25 WRITE(691301
C

W41TE(S .co) I ,SCURCE(1,.SZ^,JR$,Cc-(2,:.O,4AOtC(1 ):REG.VAC1r. .TEtiS,250 2 .SCU CE 3) ,S3JCr 40yA C 2) E OVD%A (2)

'2 00 13 :369

- I2O '*SCUP.CE(:!,,S .JRC*f(g),OYNAm:Cl!IOY.A".I

3is C0 CONT:%tUc

WRITE(69S001 0V4AIAqC(I0 ),2T'AQ(L3J
C

WeITE469:0) I .O!*C('43,6S(M9Gv%0S(%l
2C CZNT:%.uE

C

WO1TE(6,3C0 I .AX'S('4jAISt4d).GF(4?
3C CODt.%C

03 40 1:20.22

WQITC(S.eO3 ,ZpC(0gF(l
4c C047:1UE

C
0: S.: 1-23.25

55 .-1Z-22
W ITE(St1.Cl I *0I2ECT(%),6SF(%)

5C COW VNUE

132



SU84OUTI'%E STABLE ?4/74 GPT:1 F',, 4 115's2 i.33,

C
0! 60 1--6931

6.312
Wr lTrt6,:COI 3 1 ,*S(4,3,&vwLSC'd3,G"eiI

60 CO'NT14UE
c

01 70 I:32,34
1 1-3 1

TO CONiT:!ue

00 93 r=35,37

WAZTE6,1JOV, I .010EC'(%l,*'F d)

00 9J ':38903
73 %--1:37

wQ;1Ct6,11031,At(l o 1l,0fd
I~ C0aoT:NUC

OANOIS ZZ 2.*tfAS1GS*AAS!G3/O4LtS
E04D z 2..C0StGS.(0SIG6I0lPAE

01! 2. 2.DSYGS.0NSIGS/3G0Atf4
G6NDS - 2..GA !GS.GASIG:/)&A
WAUTE(6, 12001 8*OA8A%0S,1AL5,qG(0WON0S,06AVIE6.G0,0'%35.

* OGOAV%,GA,GAiOS .D6*,BASF, 'PC,AL

102 F!)R-AT("1.//56q0TRUE ERO!4 STtlsrjTCS~t/T65.24ft.@3,T--
* :,,Pu A-AOETEOS *,22('.*II//r5*Tqur-,**r'0.*%01SCI
* ',S'ATE49T1S59%1'?AL 3'.--*,f?3 SPSCC"&LTl17,*C14ELAICN~

*1 1*5**:%0E(Iv*,rvs,*CQ S'u4:fo,r*o.,w;IROa 'CLELO*
* Tt5.-iiG,- VALUC,?t0 ,0'E4SI tToT1 17. P00A9C'EAfI

?3 FOPqAT(' ?,I2,?13,2*~,T4,0VYAC,962,G12., .010

3CO FCR'iATTIt7,12, 3,4VT1SAVO A0CEE4AV, %0, 46.iiz oV U0L10

6 1 62.G12;*:AIS

* ?62#612.49* DEGM/G*)
103 S10 F0P"47(T?912,Tl3,A2*,070 G--E4 OOF O.T24,?ee.

* *h0.ftCrhSTATv'62,132.%9* DEG/4/(G.Gill
?C3 F3RwAT(?,'2 ,13.A2*TI5**'.T0 SCALE FACC~q*. TqO*@AN0C" C3'SANC,

**L2,GI2.416 PO*J
400 FOAMAT(r ?qf2.t13,A29*6VyO PfSALIaspoc%T *9Ao.'O',*QANDOI C3rdS'A"'C.

Los * ''?.G12.6' AC !EC.)
;C3 F~?P.AtTV 7,2,T13,A29,"1S,.aCCELr

3
3M0ET1 8!&S*,T'O.ANC4 WALCo

* TS2 G12. 0 UGEC'. 2*(**G1).2** uGEEIb..2tmss
"At F 9ro,:T13,02,?15,9ACCCL 0MOC[ SCALE FACTCM*,T4f4*
*a0%-0 C)%StA%T',762*,S12.%,* P*"*)

I1 1101JO FOwIU~(f?,12,Tl3.A2,lACCEL *ISAL:G'Ic'jT *#9,,4o,
* *AND.14 C;NSA',1,?6i2vC1?.e, ARC SEC')

* F: Sr CGOEP WANK-.V,'S,2v612.%9* FEET*,TgGtGIQ.29
* SFCC..2/%-4,T112*111 .2*0 'AUV 6ILE:o/
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SUVOUT*,urE STABLE 74/11 CDT:1 FT'd 4.8-564 154 53

115 r7.,~,ri..cGZAV!TY )EFLECTtj%l,T4,,
* FlP$Y CrOER "APKCV,TS2.G2.%,S UG-_E,9T9Cv611.2v
* UGEE::2/*e"*,T112vGV?' , \UT " ILES:/

T? 4?*6 - r39-4 G-IA;!rV HFLECT';Z"4,'a

* F1PST31 3DE mAKVSs1.9 UGEEoy@C9Gl1.2,
12) U *uEE -2 /-j*9T112vGl^:.2e4UT ",LES*/

T 1' 7 ,TII .CRAV! TV £% 'wLy', I4
-FIRST C0 0 PA tKCY6*62 12.4,* UG7ETOGIO.2#

* *UGE::2/%,**,T112,vGl3.2,* 44JT "!LrS'/-4I?i T7,.T3*.& T1. TC SCALE F-CT'*4f
12i * AND': CCS'AfNT*,'2,12., ~ . . . .

* t?.,4
0
*.tl3,*STAtIC PRESSJ4E COEFFCIET.-44

* AD: CC4STh'%T.T62.G12.4s' F'/(FTl EC..2V*
T '?.'5,r1S3#AL!CTER LAG*.T!4

**ANJD-. C:NStA%T9T6v;12.4vSECSO)
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SU84CUTINE r;Aj 74/74 :PTZ! FIN 4.*.564 tl/01/12 1,3

L SUBCUT: E J'AJI ZRU%,?,%F,N4SETj,EF.KS,ETDAJ)

C T4AJ C*EATES As@ EXTEMNAL FL164T 223FILE CF Du*AIC

C 663 SECCONOS.ZT STARTS W!Tof A LEVrL FLISHT WITH A SPEED

5 C OF 60:"ILES PE4 mIURt F'R !Z3 SECIN3S.I
T 

C3-VENSE 'HE
C DIVE F)R 10 SECS WITH OCW%W&10 VCCITY OF 60CCF/-I%*

C A40 LEVELS OF AT 13,21FT.tIIS T-74JETCMVl WAS CREATED '0

C VI ABLE A VE-41CLE t.1 PEAFO'N A TE4C3" U*DAE.
C

13 C3)4"C'V /MOATMlTPoHNALFPtP!,TWG~tAPO
CCMMq'N/EAXT.i/CMEGA ,PEQ.ESO.GE:-
COMw-CN/mGTH/MT
0104ENSION M[Ft.Fl, XS('4Sls XTRAJ(4XTJ)

C
15 C SEGNENT OP.E

:F(T-T1)2lt22p22
21 VZ:O.
C INU!:AL HEIGMT ZNFEE?

HT :110 00
23 C THE FOLLOWING EQUATICNS DESC~t3E A GREAT CIRCLE VAHM

C
VmOR = GAmOOTfREO*')
GAH 2 VC'.-TOl/(RE0O4Tl
CTLAT a SIRT(CCS(GAM).C3S (GAM).((COS(T INCL).S!N(GAUI)*-23)

25 STLAT = SI%(TINCL3.S:*4SA-")
SALP-IA = CQS(TI4CLj/Ch.Ar

IF(GA"-GI! )24.25,25
25 Z-F GAM-GI'26926.924
26 CALP..,A:SGRt4 -SA PMA.SALPHAI

32 G) T') 2?
24 CALPHA:-SQRf(I-SALPHASAL2'A)

GO Tc 27
C SEGEVT TWO
22 :F(T-Tl)4094 941

35 40 GO TZ 21
41 :F(T-TI .DELTA"*42,*20*3

60 a3 *I
43 !F(T-(T2-DELTA))p4*,**,5

42 44 VZZ-100.
GO TC 44

os :F(T-T2,469.623

GO TO 43
45 *8 H? 2 llC.O.- 1 3Q.@IT-r1)

VmOR -- GAmCT(RE9"!)

CTLAT SOODt4CS(GAM3.-C')(GA.E1(COS(Tl4L)E4GA-n1--23 I
iLLA T S 5P.(TI%~CL)3*t%(5Aw)

133 ;hLP"A C0S~ftI~jCL,,CTLAf
:F(GAU-6II )3C 31931

31 :F(GA"-012I32932930
32 CALP"A=S24T(I1;ALPHA-SALhlA)

SO I f'2?
55 39 CALPHA:-iQR?(1-!ALPmA&SALP"A)

C SEGUENT IAEE
24 VZ=0.
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iS.OU?!%E TPAJ ?4/F4 0PTZ1 F4.*.564 IO/2 1..3

147 1031.
V40R ZZ GAwoor.(EQ-HT)

CTLAT TSORT( COS(GA.4l.C:3(GAM8.( (ocrNL- 7#(AI-2
STLAr = S.Nc.%cJS(GI

SALP,4* = CoS(TINCL)/CTLAT

5334 :F(GA"-G1213!.3S,33
35 ChLP'm*:SOfT(1-SALPA.SALPMIAJ

GO TO 27
33 CALPIIA:-SQRT(I-SALPI4*.SAL*4*)

72 c ......OEF!%rttoS CF T2AJ-:T."Y VARIABLS... ....

C XTQAJ11) LATIT'UDE
C %2AJ(?I X VEL':!Tl
c XTCAJ(3) Y WEL:tIfl

75 C xyTAja&) Z VELC I TY
C xT2A.Jtib I SD CIrZC F ICE
C x~gA.,(61 V SPrClZ:C FC)CE
C xT2*JC7) Z SPEC~c:C FO:CC
C %TCAJ121 WA'4C!I ANGLE9 ALO0.4

A3 c t;A.t) mE!G'4T
C
C W,4CPE# FOr, ALPMA zz-30 O(G2EE3# X-7-Z P01TEt -'4-U PESK-CZIVELY.
C
27 W V1OR -CALF "A

'5 VE = VHC
2
.jS.P4A

FE =-2.v.4O;.wECSTLA1.CAL.4A
F%=2.vo~z. C. ~vTL4T;SAL'24A

FZ = G E.(V.4Cl.V4CP/( EO.97 1 '-?..IC4Q.rI.CCSI.: 4CLI
xtRAjt13 2 COZ.(CTLA-1

X 2 A 3) I V4
NTR*J( 31 a VN

%T'Q*J() 4 2V

xTE*.j(7P FZ
xTDA.j(9) T 4

(D.TU04U*J

C 4:1ZON4TAL VEL:CItV SOGPOLES/42U0
lo0 YhO, z I1.37

C 1%wXAL LA??TuOE 1-4 aAO1*mS
tLAf 0.

C Tl"E OF SEGMENT! 114 SCCNOS

T22 60C.
%C PECAT CZUCLE. P114 :MCLZIAT134 14d 1A)Z&4S

C JIVJT1A. .c:GmTr 14 FEET

GANO-C7 2 -f4f4'
G11 -1.17CI7
G12 1.570777
G22 :4.712321
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su8~lUTINE fFAJ 7TWO OPT:1 FIN **l~ii'~I2 l.

WI, *725211514?E-4
DELt A:.3
:-EG=PI/DEL-A

C WA*,DEA AGLE 14 ^AOtANS
XTQ*,J(i) 2 NALF-lT

123 EtUQN
ED
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SUBROUTI%E USAXV 74/74 OPT~l F'N 4.r.-56%15.3.

I SUORCUTINC U5R'i

C USEP-WU!TTC% suiIpourZiC
C TI 4O~UT:%E SPECIF!S CON T&'4TS A-40 READS

5 C :% C ;NTZCL ANDO STAT!ST!CAL OATA
C

CC140C% /CCP Si/OAL'S,OGIAVE ,3Sl&V'4,oGA
C301'4COd lEAA--4/0-E6A.rEQ.E" Q*GE-
CZMCN /C%'2L/LvOHi( LI4T' ,KXS;3

CopptAi /%^tlDS/GY%OS(3I .AC%DSCI)

* A8(3JAjF(33,hOtII,3ACGDE.G'.o.6*,
t, aAF.SPC#AL

is CO~MlC4 /ItG-ASIBASZG;,CaT!G5 ,OdS.64-SSIGS
COPN'% /VOA"0/CC1 CK29Cx3

C
L,GICAL LFO8KLlNTOO

C
22 C

'.APELST/CC%aRL/LFDB'(.LT%TC .CXSS0O
%APsCLISr ,SIGCS/0V,-A1CGa,6,Gp ,GSF,6NA8,A~vAM,

8 '09O GOCGDGASASFr%'PC.AL
-- AIALIST/STATS/oALTS. DGR VE. G4 V 9 4G f VOS, &C'OSvSAS!GSCOSt G$*

25 * ONS!GS*GAS'GS

C SET EART4l-QELATED CN~STANTS
-E GA .729211514?E-4

zE .0'2564cy
3, C E S 1 .036614517779

'E 32.2
C
C SET VER!ICAL L-'P DAPP%G C:'StA4?S

C2 3.: 307E-o
C93 1.QE-6

C
C C~mPuTC MATH CCh#STA*4?S

43Pt ACC,(-1.l
Va O .2!.Pt

HALFPI zO.t:.PI

;po = /ea
45 C

C 2EAO A%O EC-qO SrATIST'CAL OAT&
aO (SoSIGCSI
-7E*O E5,STATS)
WRITEC69SIGO'l

51 J [t 1T(S v100 )
wg~tTE(6*STh.Sl
WA I tc 4 6. 30031

C
r 'EA0 ANDO ECmO *,..TALlZATT.^ C:'4r33L PAvAwClEl!.

NOTE tHE FO3LLCWZ%G ARCUT CC'-TOIL PAAw(TER iXSGO:
C KxS63 zI TTUT4q STATES !%ltra..:ZE 14 XS3CT? a, CVEC0UI'ZNG
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C XSO IN~PUT WITH T'E-ISA VA..UES FROIS *EATELIsT ?r
C (xSGO 2 TzUT4 STATES :41UIZEC BY ":-JE CAPLO POCCES;

63 C UZING ONE-SIG-A VALJES FRO14 #%A(L!ST QSZG:S*.
C 0 THEA WIZSE ALL TvUTt4 STATES INITIALIZE!) FRC-
C 910 INPUT (5T4 IfT- 14 TABLE 4-2 rF SCFE "ANUAL).

EAO i5.C.Nr;Ll
1ITE(S ChPw L)

65 hd'ZTE16&,'03)
C

C P,,T TARLES OF STATISTICAL INPUT
CALL STABLE

C
73 C C0%VEPT :NPUT OATA TO CC"PUTAV!"'dAL UNI'S A%0 ECHO fT 1%CE '14E

CALL lIUUIlT

W
0
! TE( 6,S IG :)

W4ItEC69STATS)

75 PETUCPE
lZ3 F:AP4AT(*C'q5X,9"JOTE: THE SrGcs '.AMELIST COHA'4,S SXG"A

-*VALUES FOR 1[dTIALIZAT!34 ZF TRJT4 "OCEL STATES (I1Sl UNDER
-*C0N7QOL OF KXSGO AS FO LL:YS:*//Tl3,*KXSGO*3?%7*AC"Ch.
*/'V15,1.T23vx30 SET TO 1dE-S1G*A VALUES FPCO SIGCS',

!3 - /Tl5$2,T23,*KSl WONTE CAQL E3. EACH iF GiS SAOPLES IS SAUSSIANS
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